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ABSTRACT

In 2013 the Alphasat spacecraft will be
launched: in addition to its main commercial
payload, four Technology Demonstration Pay-
loads (TDPs) will fly on-board. The different
payloads are provided by different research in-
stitutes, which will be able to define in-orbit
demonstration tests of these new technologies.
To optimize this opportunity, coordination of
the different, possibly conflicting, payload op-
erations is required.
A software system to support the management
of the TDP operations has been developed.
While this system is intended to be completely
automated (i.e., without any human interven-
tion in the nominal case), it has been designed
to keep all the different users (system and TDP
operators) in the loop. This paper presents this
system and in particular focuses on its core: the
planning engine.

INTRODUCTION

In recent years the European Space Agency has been
focusing more and more of its attention on the use of
Automated Planning and Scheduling solutions to sup-
port space operations. One of the first examples was the
MEXAR2 system [1], a complete planning and schedul-
ing software solution for the MARS-EXPRESS memory
downlink problem. This case was then followed by sys-
tems developed to support different aspects of the space
realm, such as Long-Term planning [2], Science Obser-
vation selection [3, 4], critical mission phases planning
[5], etc. Furthermore, in order to facilitate the design
and implementation of advanced P&S software, the APSI
framework was developed [6].

The overall impact of planning and scheduling techniques
is even bigger when considering the results obtained out-
side ESA. Just to limit our attention to space related appli-
cations we can mention several examples from spacecraft
autonomy [7] to planning & execution [8], Earth Obser-
vations allocation [9], and so on.1

1The reader can have a more complete picture of the state-of-the-

This paper presents an application of planning and
scheduling techniques to support the upcoming Alphasat
operations.2 The spacecraft is equipped with four Tech-
nology Demonstration Payloads. Since these payloads
will be operated by different research institutes, coordi-
nation of their activities is required, which is provided
by ESA via the TDP ESA Coordination Office (TECO).
In particular, the planning system presented in this pa-
per has been designed for managing and coordinating the
different payload requests. The final system has been de-
veloped using the APSI planning framework, exploiting
some of its general modeling and solving functionality of
the framework, and integrating ad-hoc evolution to match
the problem requirements.

Since the system has been designed to be completely au-
tomated (i.e., without any human intervention in the nom-
inal case), the system design shall consider the need to
provide the system users (i.e., TDP Operation Centers)
with the necessary information to understand the plan-
ning process, the analysis of the input requests, and, most
of all, the final operation plans. In fact, different exam-
ples in the planning literature proved that a key aspect
for the successful deployment of advanced planning and
scheduling technologies, is the capability to deliver an
End-to-End software system that minimizes the impact
on the users’ work habits while providing support to com-
plex activities.

The remainder of the paper is organized as follows. First,
a brief description of the Alphasat mission is provided
followed by an introduction of the problem model. We
proceed by describing the general TECO system. Then
the planning approach is illustrated together with the de-
veloped algorithm. We conclude by discussing some
lessons learned and possible future works.

MISSION DESCRIPTION

Alphasat, based on the new Alphabus platform, will be
delivered to orbit to be operated by Inmarsat in 2013. It
will carry an Inmarsat commercial communication pay-

art by checking the proceedings of the previous editions of IWPSS, the
International Workshop on Planning and Scheduling for Space.

2http://telecom.esa.int/telecom/www/object/index.cfm?fobjectid=1138



load and four Technology Demonstration Payloads pro-
vided under ESA responsibility. These TDPs will be op-
erated as secondary payloads embarked on Alphasat by
Inmarsat. The four TDPs comprise:

• An advanced Laser Communication Terminal to
demonstrate GEO to LEO communication links at
1064nm;

• A Q-V Band communications experiment to assess
the feasibility of these bands for future commercial
applications;

• An advanced Star Tracker with active pixel detector;

• An environment effects facility to monitor the GEO
radiation environment and its effects on electronic
components and sensors.

For each TDP a dedicated operations center (TDP-OC)
will be responsible for defining and requesting the differ-
ent payload experiments. The spacecraft resources (e.g.,
power), downlink data, and telemetry budget, and there-
fore experiment execution, are shared between the TDPs,
while operational requests are managed at a top level by
the TDP ESA Coordination Office (TECO).

The operations concept of the TDPs is broadly based
around a weekly planning cycle, with data exchange over
the Internet (see Fig. 1). Every week, the TDP ESA Coor-
dination Office will provide conflict-free TDP operations
requests based on:

• The available windows for TDP operations;

• The Activity request files provided by each TDP-
OC.

These operations requests are assumed to be ready in time
and in the proper format to be directly ingested into the
Alphasat weekly schedule.

It is worth remarking that the role of Inmarsat is lim-
ited to simply executing the operations which are driven
entirely by the inputs and supplementary information re-
ceived from ESA (e.g. consolidated TDP operations re-
quests and schedule) and TDP-OCs (e.g. procedure pa-
rameters). No TDP operations engineering activities are
performed by Inmarsat, i.e. no TDP contingency recov-
ery actions are defined, and no analysis of TDP perfor-
mance or health are performed by Inmarsat. In other
words, TDP operation requests with conflicts will simply
be rejected by Inmarsat and not included in the spacecraft
activity schedule.

TECO: the TDP ESA Coordination Office

As mentioned before an important role in the Alphasat
Mission planning phase is played by the TDP ESA Coor-
dination Office (TECO). This office has been set-up with
two main objectives:

Figure 1. Overall planning interfaces

• TDPs Activities Coordination and Planning support
– this includes: collection of activities requests from
TDP-OCs; identification and resolution of possible
TDP operation conflicts (w.r.t. both the platform
resources and between TDPs); transmission to In-
marsat of the consolidated activity requests; recep-
tion from Inmarsat of activity execution confirma-
tion.

• TDPs telemetry reception and archiving – this in-
cludes: reception and archiving of real-time teleme-
try stream; collection and archiving of the different
planning files; providing historical data to the differ-
ent TDP-OCs.

By exploiting advanced planning and scheduling tech-
nologies, the planning system has been designed to have
a relatively high degree of autonomy. The goal is to have
the consolidated activity plans generated automatically
and all input and output retrieved automatically. Only
in the case of anomaly is the TECO operator notified and
required to intervene.

Mission Planning Requirements

In this section we describe the Mission Planning Cycle,
with a focus on the role of the TDP ESA Coordination Of-
fice. This planning cycle spans a period of a week. Each
week, on day 7 by 16:00 UTC, Inmarsat makes avail-
able to TECO the TDP Activity Planning File (TAPF)
containing the relevant spacecraft states and TDP opera-
tions availability windows. The different spacecraft states
may have different limitations on TDP operations. A dis-
tinction can be made between those periods where TDPs
could experience reduced performance (e.g. maneuvers),
where no TDP related commanding activities are permit-
ted, and where limitations exist on TDP modes.

Based on the above input, every week, on day 1 of the
next cycle (by 12:00 UTC ), TECO provides a TDP Ac-
tivity Request File (TARF) to Inmarsat covering 7 days
of TDP operations requests.
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Figure 2. Planning workflow.

From the previous description is possible to identify the
following three steps (see Fig. 2):

a. Distribution of Inmarsat input: windows availability
and spacecraft status;

b. Generation of the TDP operation plan based on input
requests provided by TDP-OCs;

c. Distribution of the final TDP operation plan.

The second step justifies the presence of the TECO sys-
tem in general, and its planning functionality in particu-
lar. As mentioned before, this step has been designed to
be completely automated. In the next sections we present
our approach underlining the planning techniques which
allowed not only to produce efficient solutions but also to
keep the end-users (TDP-OCs operators) in the solving
loop.

DOMAIN MODEL

This section introduces a timeline based representation of
the problem [10].

TDP model. The central concept of the mission as de-
scribed before is the presence of the different Technology
Demonstration Payloads, or TDPs. For what concerns the
planning problem, each TDP can be seen as a timeline
which represents, at each time, the status of the payload.
To represent the valid states that the TDP can assume over
time, each payload can be seen as a finite state machine,
i.e., a TDP can be in a finite number of states (here also
named sub-modes):

Figure 3. TDP model example.

• a finite, non-empty set of states, S

• a transition function δ : S×S → T, F , which spec-
ifies for each couple Si, Sj if the transition from Si

to Sj is allowed.

Fig. 3 shows an oriented graph representing a TDP which
has five different states, the nodes. The ordered edges
represent the valid transitions between two nodes/states.

Spacecraft status and opportunity windows. An-
other relevant aspect that has to be modeled is the space-
craft status together with the availability windows for
TDP operations (that is, the information contained in the
TAPF). During these windows, the Inmarsat ground seg-
ment is available to execute TDP activities. The informa-
tion provided can be seen as a list of triples:

• st, the start time of the interval

• et, the end time of the interval

• type, the characterization of the interval. This can
be one of the following:

– No Ground Availability – during this interval,
no activity can be executed from ground, i.e.,
no procedures (associated to any TDP activity)
can be executed from the ground control cen-
ter. During this interval it is however possible
to have on-board procedures executed (which
of course have to be uploaded in advance).

– No TDP Activity – during this interval, no ac-
tivity can be executed (neither on-ground nor
on-board). The different TDPs will maintain
their state through the interval.

– TDPs off – the TDP are requested to be off dur-
ing this interval. Not only no activities can be
executed during this interval, but it is also re-
quired to each TDP-OC, to allocate the neces-
sary activities to properly switch off the TDPs.

– Maneuvers – as the different satellite maneu-
vers can affect some of the TDP activities, this
information is provided to avoid their execu-
tion



As it is necessary to distinguish between ground control
commanding and on-board only execution of tasks (see
below), the spacecraft status is modeled by two timelines
representing respectively the status of the ground and the
spacecraft segment.

Task requests. A task request consists of a set of com-
mands that refer to a specific payload (TDP). These com-
mands either have to be executed from the ground con-
trol or can automatically be executed on-board without
ground control intervention. As each of the commands
can modify the status (sub-mode) of the payload, for what
concerns our model, we associated a task to an ordered
sequence, without temporal gaps, of sub-tasks (the reader
can see each sub-task associated to a command or group
of commands). Formally a task ti is defined by the fol-
lowing set:

• A time interval [lbti , ubti ] defining the feasibility in-
terval where the task request can be allocated;

• The associated payload or TDP, tdpti ;

• A weight value, wti ;

• An ordered sequence of sub-tasks STti =
{st0,ti , . . . , stnti

,ti}, where each sub-task is defined
by:

– The duration, dst0,ti
– The sub-mode value, smst0,ti

– The bandwidth usage, bwst0,ti

– The power usage, , pwst0,ti

• A Boolean variable that indicates if a task is on-
board only (value true) or if the task has to be ex-
ecuted both on-board and on-ground (value false)
obti .

Fig. 4 shows a task example. It is worth considering that
with respect to the timelines associated to both the ground
control and the satellite status, a task can be seen as a
unique entity. This does not apply to the TDP timeline;
in fact, in this case it is necessary to have detailed in-
formation about the requested states of the TDP (i.e., the
list of sub-modes). The same applies when resources are
considered as resource consumption is also associated to
TDP states.

Another aspect not represented in Fig. 4, but considered
in the design of the solving approach, is that at the end
of each task execution, the TDP status, as well as power
and bandwidth usage, remain at the values specified from
the last sub-task (for the TDP this will be C in the case of
the task in Fig. 4). This aspect has to be considered, for
instance, in order to have a precise estimation of resource
usage.

Figure 4. Task model example.

Constraints. The final aspect that needs to be modelled
is the different types of constraints that can be defined in
the problem:

• Constraints between two different TDPs. This is the
case in which a TDP x, in order to be in a particular
statusA, requires another TDP y to be in a particular
status or sub-mode B, that is, y.B DURING x.A.

• Constraints between a TDP and the status of the
satellite. This is the case in which a particular status
of the satellite has to be supported by specific sta-
tus of the TDP. For instance in case the payloads are
switched off, it is required that a TDP x is moved
to the “off” status, that is, TDPs off DURING
x.OFF .

• Constraints between two task requests. These re-
quire that the associated tasks are either both allo-
cated or not. The constraint can also require a mini-
mum and/or maximum time separation between the
execution of the two tasks.

• Resource Constraints. This represents the mini-
mum/maximum availability of each resource. In the
model, we consider both power and data-downlink
usage.

Problem. Given the above definitions, a problem is
composed by:

• A set of task requests, Tasks;

• A set of initial states, one for each TDP, Init;

• A set of constraints, Constraints;

• A set of time intervals representing the spacecraft
availability and status, Spacecraft;



Solution. Given the initial problem (in particular the set
of task requests), a feasible solution S consists of the set
of allocated task requests, AllTasksS ⊆ Task, where
for each task ti ∈ AllTasksS a start-time stti is specified
and all constraints as well as state variables are satisfied.

While the empty solution (i.e. AllTasksS0
= ∅) is a

solution, the objective is to maximize the number of allo-
cated tasks. In particular the following weighted function
shall be maximized:

V alue(S) =
∑

ti∈AllTasksS

wti

Example. We conclude this section with an example to
illustrate some of the aspects discussed before. For the
sake of simplicity, in the example we do not consider re-
source constraints, and the initial states of the TDPs.

Fig. 5(a) represents a two TDPs problem with four tasks
Tasks = {ta1, ta2, tb1, tb2} (two for each TDP) and two
constraints, TDPa.W during TDPb.A and tb1 < tb2+
10. For what concerns the spacecraft availability there
are two intervals in which the spacecraft is not available,
the first only for on-ground commanding, the second for
both on-ground and on-board execution (see the last two
timelines in Fig. 5(a)). For each task the figure shows
also the feasibility windows and the associated sub-task
(see TDP timelines).

Fig. 5(b) shows an optimal solution to the problem. First
the reader can notice that, even though ta1 could be al-
located earlier (in fact is an on-board only task), it is al-
located after tb1. This is justified by the first constraint,
TDPa.W during TDPb.A. At the end of the execution
of tb1, TDPb remains in the status TDPb.A that is re-
quired to move TDPa in TDPa.W , and the execution
of ta1.

Second, as the two tasks, tb2 and ta2, are conflicting only
one is allocated: tb2. In fact the latter is also linked to tb1
which requires that both the tasks are executed together.
Therefore tb2 is chosen with respect to ta2 as it maximize
the objective function. The final solution is AllTasks =
{ta1, tb1, tb2}.

TECO SYSTEM: ARCHITECTURE OVERVIEW

In moving planning and scheduling into the real world it
is very important not only to produce a solution to a com-
plex problem but also to integrate a number of features in
the delivered software that contribute to creating a com-
plete approach to the problem from the point of view of
end-users. The high level architecture designed to imple-
ment the TECO system requirements is shown in Fig. 6,
with a more detailed description of the most important
components in the sections below.

TECO FTP Server and Connector. The operations
concepts of the TDPs are broadly based around a weekly
planning cycle, with planning data exchange over a cen-
tral FTP server and direct distribution of the spacecraft
telemetry over UDP broadcast to the TDP operations cen-
ters and ESA (TECO). Updates to the input parameters
required by the planned activities are permitted to the
TDP OCs up until their execution. The TECO FTP server
serves as the mechanism for these updates to be sent by
the TDP-OCs to Inmarsat, making it a crucial part of the
planning cycle and requiring it to be robust. For this rea-
son, the FTP server itself is redundant, and the system
(in particular the component responsible for interfacing
with external systems, the TECO Connector) has been
designed so that it can cope with its failure.

TECO File Archive. The TECO File Archive is re-
sponsible for the archival of all the planning products,
both input and output. It is a central part of the planning
process in that the separate retrieval and planning tasks
of the TECO system use the File Archive contents as the
master copies of these products.

TECO Notifier. As mentioned before, one of the re-
quirements for the TECO system is that it should be au-
tomated in the nominal case, i.e. when it is possible to
conclude the planning process successfully. When this is
not the case due to problems with the input files, or a soft-
ware defect, it is therefore important that the TECO op-
erators are informed in useful time so they can intervene.
For this purpose, the TECO Notifier is responsible for no-
tifying (via email) all the interested parties of meaningful
events, such as the completion of the planning process or
a fatal error.

TECO Web View. The TECO Web View allows the
TECO operators to visualize the plan produced weekly by
the system. In addition, it provides administration func-
tionality such as log viewing and schedule inspection.

TECO Planning System.

The TECO Planning System (Fig. 7) is the core of the
overall TECO System. It is responsible for the generation
of the weekly TDP operations schedules, and is further
divided in the following components:

1. Planning System Manager: responsible for the or-
chestration of the individual components and for the
execution workflow of the Planning System.

2. Planning Engine: based on the APSI planning and
scheduling framework, this component contains the
problem model and the planner. A more detailed de-
scription for this component is provided in the sec-
tions below.



(a) Initial requests. (b) Solution.

Figure 5. Example.

3. Planning Rules Database and Provider: the Planning
Rules Database contains information about the valid
activities and the constraints that must be respected
when generating a plan. Since these rules are stored
in a database, they can be changed and are expected
to evolve in the course of the mission.

4. Plan Validator: the Plan Validator is responsible for
checking that the plans generated by the Planning
Engine obey the constraints established by the Plan-
ning Rules and the input files for the specific plan-
ning cycle.

TECO PLANNING ENGINE

The core phase of the TECO workflow is the allocation
of the TDP requests (Fig. 2(b)). This in fact entails differ-
ent aspects such as: TDP requests analysis, exploitation
of available time windows for TDP activities, platform
resource limitations (e.g., TM bandwidth), interdepen-
dence between TDP modes and /or activities, TDPs op-
erations constraints, and TDP allocation policy/priority.
The TECO Planning System is responsible for this task,
that is, given the TDPs operation requests as input, it pro-
duces a conflict-free plan (the TDP Activity Request File
or TARF).

The TECO System design considers an iterative construc-
tion of conflict free plans; this approach gives the end-
users (i.e., the TDP-OCs) the possibility, for instance, to
modify their unplanned requests. The current workflow
foresees three different iterations:

• TDP-OCs submit their input requests. TECO pro-
duces a plan based also on a preliminary version of
the activity availability plan. Feedback is sent to the
TDP-OCs in case some of their requested activities
are not allocated.

• TDP-OCs submit their updated input requests.
TECO produces a plan based this time on the final
version of the activity availability plan (sent by In-
marsat). Also this time, feedback is sent to the TDP-
OCs in case some of their requested activities are not
allocated.

• TDP-OCs submit their final input requests. TECO
produces a final plan and distributes it to Inmarsat
(for execution) and to the TDP-OCs.

This iterative approach has been chosen in order to op-
timize the operation requests allocation of the different
TDPs.

From a development point of view, automated planning
capabilities have been exploited in the TECO Planning
Engine to permit the effective use of shared resources,
when the specific TDP requests contain alternative op-
tions. In this case, requests could specify:

• Alternative time intervals;

• Definition of preferred time windows (where to ex-
ecute the TDP activity) contained in larger feasible
time windows.

In order to achieve an advanced automated planner, the
TECO planning engine has been developed as a plug-in
of the APSI framework [6]. The current workflow fore-
sees having a maximum time interval of 20 minutes be-
tween the reception of the input files and the sending of
the plan.

Solving Approach

Two solving algorithms have been considered in order to
cope with the two different types of components present
in the problem domain: state variable timelines (used



Figure 6. The TECO System High-Level Architecture.

to represent the different TDPs) and re-usable resources
(i.e., ground control availability, satellite availability,
power, and bandwidth usage). The two approaches have
been merged into a meta-schema based on a branch-and-
bound algorithm:

• At the high level, a planner allocates the different
tasks on the state-variable timelines. The goal of this
phase is to generate a consistent behavior for each
one of the state-variables representing the TDPs.

• At the low level, a scheduler, given a solution of the
planner in input, generates a feasible solution with
respect to both the re-usable resources and the tem-
poral constraints.

Algorithm 1 shows the resulting approach: here, given a
problem P which has the associated set of tasks TasksP ,
Algorithm 1 is initialized with the queue Q = {P}
(where AlltasksP = TasksP ) and the initial best so-
lution Sempty (where AlltasksSempty = ∅).

For what concerns the actual implementation, two algo-
rithms have been used from the ones currently available
in the APSI framework: the OMPS planner [6] and the
ISES scheduling algorithm [11]. The planning algorithm
is used, not only to check the behavioral consistency of

the requested task, but also to complement these tasks to
obtain continuous timelines. In fact, an activity/task has
to be added between two consecutive allocated tasks in
order to model the continuous usage of the resources as
well as the status of the payload. These activities are con-
sidered in the scheduling phase in order to have a consis-
tent usage of the resources. On the other side, as the set
of task requests are fixed in input, the capabilities of the
planner are exploited only in a limited way.

As mentioned before, during the solving process all the
decisions taken are labeled with the originator of the de-
cision and the motivation of the decision. For this rea-
son the APSI planning and scheduling algorithms have
been re-designed to return the set of unsolvable conflicts
(these sets will be empty in case the solving process is
successful). This information is then used to identify the
next steps of the search: the branching method consid-
ers in fact not only the initial candidate solution, s0, but
also the set of unsolvable conflicts that make this candi-
date unfeasible. The latter is used to generate the next
branches.

Engineering issues. We conclude this section by high-
lighting some key aspects that have driven both the design
of the solving approach and the overall planning cycle.



Figure 7. TECO Planner Architecture.

A first aspect is how the use of planning and scheduling
approaches allowed us to suggest and then introduce a
change in the original workflow. In fact, the initial work-
flow did not foresee any iterations between TECO and
the different TDPs. The short solving time permits, in the
case of unresolved conflict between the TDPs specific re-
quests, to optimize the set of task requests via an iterative
process between the TDP-OCs and TECO. Even though
multiple iterations can be possible, the human was also
considered carefully in order to design the final planning
cycle (e.g., TDP-OC operators might need time to eval-
uate their decisions). From this analysis a limit of three
iterations was agreed. This was a compromise among
software system’s capabilities (e.g., solving approach),
goals (e.g., TDP-OCs operators), and information avail-
ability (for instance the final satellite status timeline is
only available for the last two iterations while in the first
one only an estimation is used).

Besides the computational capability, another character-
istic of the solving algorithm suggested a re-definition of
the operations. Both the planner and the scheduler have
as a core a temporal representation of the problem which

allows it to efficiently manage temporal aspects of a plan-
ning and scheduling problem. To exploit this capability
and optimize the result of each iteration, temporal flex-
ibility has been introduced in the task requests (instead
of having fixed start-time task requests as originally de-
signed).

Another relevant point is the explanation of planning de-
cisions to operators: since the system has been designed
to be completely automated (i.e., without any human in-
tervention in the nominal case), the system design consid-
ers the need to provide the system users (i.e., TDP-OCs
and TECO) with the necessary information to understand
the planning process, the analysis of the input requests,
and the final operation plans. For this reason, we include
information about why a task has not been allocated at the
level of the modeling of the solution. Once this informa-
tion is generated by the TECO system, before distributing
it, it is necessary to put it in a form that can be understood
by the receivers. To cope with these problems, our cur-
rent approach is based on the following points:

1. A “protocol” to provide feedback between TDP-



Algorithm 1: BranchNBound (Q, Sbest)
Input: Queue of possible solutions Q and current best solution Sbest

Output: An optimal solution S
while Q 6= ∅ do

s0← ExtractCandidateSolution (Q)
if UpperBound (s0)> Value (Sbest) then

Cp← planner (s0)
if Cp = ∅ then

// a plan for s0 exists
Cs← scheduler (s0)
if Cs = ∅ then

// a schedule for s0 exists
if Value (s0)>Value (Sbest) then

// update best solution
Sbest← s0

if Cp 6= ∅ or Cs 6= ∅ then
Qnext← branching (s0, Cp, Cs)
snext = BranchNBound (Qnext, Sbest)
if Value (snext)>Value (Sbest) then

// update best solution
Sbest← snext

Q = Q −{s0 }
return Sbest

OCs and TECO has been agreed to address differ-
ences in backgrounds among the different partners.
While the TDP-OCs are experts in their specific pay-
load , they are not required to be experts in advanced
planning and scheduling technologies.

2. As described above in the knowledge representation
core, all solving decisions are labeled with the solver
who takes the decision and with the motivation of
the decision.

3. An “Explanation Generator” module has the role of
interpreting the information provided together with
the solving decisions and of generating information
for the system users by applying the given protocol.

It is worth remarking that a proper explanation is fun-
damental also to have effective iterations between TDP-
OCs and TECO. Considering that the time available to
the TDP-OCs to provide a new set of task requests is lim-
ited, it becomes important to provide them with the right
explanation on why a task was rejected.

LESSONS LEARNED

In this section we summarize some of the lessons learned
during the design and development of the TECO system.
Some of these points can also be considered as directions
for future research work.

In one of our first discussions with TDP-OC represen-
tatives, we showed how an automated solver could also
enable a reduction of the manpower dedicated to the plan-
ning and coordination tasks. This requirement was con-
sidered, from then on, in the project definition and design.

As mentioned before, even though at that time, the mis-
sion operations workflow was almost completely defined,
we were able to convince our partners to modify the
workflow and introduce iterations between TDP-OCs and
TECO. The key aspect here was the efficiency of the solv-
ing algorithms together with the possibility to provide
feedback to the TDP-OC operators with ad-hoc expla-
nations of the solving process. This feedback becomes
fundamental when an automated planning system is in
place.

Another fundamental decision in our experience was to
have a flexible architectural design of the system which
allowed us to cope with the several changes experienced
in the definition of the problem. This point is connected
with the availability of a software framework (APSI-
TRF), and its modeling ability, which enables us to both
connect specialized or general solvers developed outside
the framework and develop specialized interaction ser-
vices. In fact, a key aspect of APSI-TRF is the pres-
ence of a flexible timeline representation module that al-
lows exploiting alternatives in the modeling of mission
features as well as developing and testing different algo-
rithms [12].

Something that we found missing during our experience
was a Knowledge Engineering Environment for support-
ing the development of planning systems, which would
enable a rapid prototyping approach. This type of tools
allows creating a working model after a relatively short
investigation by taking advantage of the speed with which
this model can be implemented via the KE environment.
This is fundamental to provide to the developers the ba-
sic functionalities to satisfy the model requirements and
to show the end-users the main characteristics of the fu-
ture system. In the current state of the art, we noticed that
despite their possible role in the introduction of advanced
planning and scheduling solutions to real domains, there
are not many examples of these environments.

CONCLUSIONS

This paper discussed the automated planning and
scheduling software system that has been designed to
support the operations of the four Technology Demon-
stration Payloads (TDPs) that will fly on-board the Al-
phasat spacecraft. The TECO system will be operational
in 2013 and will automatically coordinate and plan the
task requests for these payloads.

At this stage the TECO system has been completely de-
veloped. During the development, the system has been
intensively tested with several artificial problem bench-
marks with the number of task requests ranging from few
tens to hundreds (over a week time horizon). More re-
cently the system has been validated in end-to-end test
sessions with realistic task requests provided by the dif-
ferent TDP-OCs. Different cases have been tested, such
as nominal cases, resource conflicting requests, and TDP
modes inconsistent requests. These tests have shown that



the TECO system can return a solution in the given time
bound (20 minutes), is robust towards non-nominal cases,
and can provide sufficient explanations to the TDP-OC
operators.
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