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Abstract 

ln tr...is paper a.."1 automated system is described for 
managing the daily activities of the DRS satellite sys
tem. In the system the object-oriented and artificial 
intelligence methodologies have been jointly used to· 
develop a comprehensive to the problem. 
Particular attention has been given to the represen
tation of the scheduling domain, the mainte
nance of a solution, and to the interaction with differ
ent types of users. The system offers flexible services 
and its performance is for the operative en
vtrOHlllent. 

Problem Description 
The Data Relay Satellite (DRS) System is an European 
Space Agency program aimed at providing a data relay 
service between Low Earth Orbiting (LEO) satellites 
and their ground terminals (ESA 1989; 1990). Actually 
this program is in the last step of development, and it 
will be operative within 1999. 

The DRS infrastructure (see Figure l) consists of a 
constellation of two satellites and in a set of ground 
stations that allow: 

• almost total coverage area; 

• strong reduction of the LEO':; ground terminal net
work; 

.. reduction m data-distribution problems; 

• reduction of required on-board data storage capacity 
for LEO satellites. 

The scheduling problem of DRS consists in the pro
duction of a mission plan, that allow the clients to 
utilize the transmission services. An high number of 
access requests is expected, so that their temporal ex
tensiou exceeds the total transmission time available, 
iutroducmg conflicts that have to be solved following 
suuw q ualit.y objectives. 

Ctveu the tedwical dmracteristics of the DRS sys-
tem, the crucial aspect iu the of the plan 
is the of the link between DRS and 
the LEO while the links between DRS aud 

stations are less The first type 
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Figure 1: The Data Relay Satellite System 

of link imposes the satisfaction of physical constraints 
of the DRS's antennas, temporal constraints of there
quests, and requirements of priority, commercial value 
and allocation preference. 

To summarize the problem addressed, we use the 
usual scheduling terminology (French 1982) identifying 
problem's resources, activities, activities constraints, 
and optimum criteria.. It is worth noting that from 
now ou we speak of requests instead of activities, due 
to the particular application domain. 

Re:;uur-ct::;. The physical system modeled by the ap
plication consists of one out of the two DRSs, com-
posed of two Inter Orbit Links . Consequently, a 
request can be allocated if an of time can be 
established in which an antenna of the IOL is available. 

and r-elated constraints. All user requests 
specify a number of desired characteristics which in
clude: 

• static priority associated to the request's owner; 

• tedmica! requirements: these include the band, 
speed of transmission and the number of channels 
required; 

• user llexibilities: minimum and maximum time in-
tervals for the duration, the interval of time within 
which the access must be scheduied in-

and the function associated with these 
2); 



• user preferences: preferred values for the duration 
aud the actual time of access (see functions f 1 and 
f2 lll Figure :2). 
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Figure 2: Temporal flexibility and preference functions 

Optimzzatzon. The goals which need to be satis
fied in generating the Detailed Assignment Plan (DAP) 
are: 

• scheduling of as many access requests as possible; 

• satisfaction of as many user preferences as possible; 

e priority for preferences of requests having a higher 
'relevance' coefficient. 

The goals are potentially conflicting: an optimiza
tion in resource use required to satisfy the first ·goal 
would imply taking full advantage of user specified fiex
ibihties but in doing so, the preference (or utility) func
tion given by the users may not be satisfied. The other 
two goals are in turn-partially contrasting, since max
imizing user preferences does not necessarily coincide 
with satisfying the requests of preferred users. 

According to the technical documentation, the pro
duction of the DAP is supposed to follow an iterative 
!Jrocess repeated three tuues, and that involves two 
types of human operators: 

• Commt:rnal opc:mton; at the Mission Control Cen
ter: negotiates with the clients the sale of the free 
transmission spaces, and inserts in the plan the re
lated activities; 

• Spacecraft engineers at the Operation Control Cen
ter: modifies the plan inserting in some special activ
ities for the maintenance of the system operativity, 
and requests with a special requirement of urgency. 

These two operational profiles follow different and 
potentially conflicting objectives (maximum satisfac
tion of requests vs. DRS's resources saving). Those 
objectives have to be iutegrated together in an auto
mated scheduling system that supports decision mak
ing in this environment. 

Architecture Design 
Artificial Intelligence (AI) techniques provide an ap-

1-'''"''"""'~ and scheduling problem which is 
aspects ( 3): 

o of the domaiu and solution mauage-
l!le!lt; 

e generation of satisfactory or optimal solutions; 

• interaction wit.h the user. 
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Figure 3: Basic aspects of the AI approach 

These three aspects may increase the project complex-
for a system that should supply all these charac

teristics. This problem can be solved using the tools 
from the object-oriented analysis and design 

techniques. 
The representation of the domain has to be dynamic, 

able to follow the physical changes in the domain and 
to supply an incremental building of the plan. In the 
same time has to be symbolic to allow the user high 
level understanding. The need to product optimal 
plans, for the high complexity of the scheduling prob
lems, claims the use of heuristics techniques of search. 
These techniques quickly generate a solution, and then, 
if necessary. allow the user to directly modify the build
iug process. The ideas of decomposition, abstraction 
and hierarchy help to individuate the atomic entities 
of the problem. Each of those entities is in relation 
(inheritance, aggregation and use) with some other 
entities at the right abstraction level. We have used 
object-oriented methodology to realize an architecture 
for representation and maintenance of a scheduling do
main. This architecture, named 0-0SCAR (Object
Oriented Scheduling Architecture), can supply all the 
tools ueeded for the optimization task and for the inter
actiou needs of the system. At a very abstract level 0-
0SCAH. represents the four basic entities in a. schedul
ing problem (similarly to (Wolf 1994)): 

e processors; 

e operations; 

• decisions; 

• constraints. 

The complete 0-0SCAR architecture is organized 
in a hierarchical structure, subdivided in two levels: 
abstract. level and concrete level. 

The abstract level defines entities with char-
acteristics and common in all schedul
i!!g Tlw cunnd.e level couta.ins the concrete 



entities, derived from the abstract ones, that, describe a 
wore specific set of !Jroblems. Following the 
objective of the maximum of the architec-
ture, the class of satellite (SSP) 
has been defined. This class contains the DRS prob

a general job-shop with 
constraints and al

locatiou for the The concrete 
entities cau be instantiated to a real problem (to DRS 
problem m our and by usmg a transaction model 
of utilization -based on insert, delete and retrieve 
actions- can support the maintenance of a so
lution as an incremental building 

Figure 4 in Booch notation 
basic entities in the 
abstract level and the concrete level. 

1994), the 
of both the 

Figure 4: Basic entities in 0-0SCAR design 

A Scheduler for the DRS 
Having implemented a complete architecture able to 
re!Jresent the knowledge about a scheduling domain, 
we use tt to reahze a complete activity sequencer for 
the described satellite system. 

The main objective of the project is to keep the user 
inside the scheduling process. For this reason a study 
of the scheduling environment had to be performed to 
define the aspects of the work that mainly need an . 
automatic support. The DRS planning environment 
supports the two typical users introduced above: the 
commercial user at the the Mission Control Center and 
the operative user (spacecraft at the Oper
atiOn Control Center. 

For each type of users a personalized set of instru
ments to manipulate the schedule had been defined. 
This required the definition of two User Profiles. ln 
the DRS sequencer all the aspects common to the two 
profiles form the kernel of the sequencer, while those 

of a specific profile are isolated in a series of 
separated modules. The object-oriented design made 
simpler the adaptation of the system to the needs of 
different users. 

The of schedule 
under user's control. In 
user has the to operate 
1f needed. A direct cu!lst~quence uf thi:s user w~eds is tlw 
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project choice t.o symbolically represent the knowledge 
of t.lte donw.in. The n<tture of the defined objects al
lows the user manipulation at an abstraction level near 
to the highly symbolic human The use of 
the C++ language, that the object-
oriented decomposition, allows to achieve an high exe
cution efficiency. 

The sequencer architecture allows the integration 
of uew heuristics while the effects on the 
code. At present the sequencer two scheduling 
heuristics the first is tied to the and 
allows the construction of the schedule managing the 
backtracking in a directed way greedy 

, the second uses a an-
mca.uu"' technique to the same task. The user 

to the heuristic to 
be used m each process. The 
availability of a heunstics set claims for the definition 
of an evaluation method capable to compare the results 
obtained with different heuristics (or even those due 
to a same heuristic used with different tuning). In the 
case of the DRS, the quality evaluation of a schedule 
is connected to the existence of a set of user-selectable 
criteria able to evaluate the schedule quality, according 
to a set of scheduling objectives. The flexible way to 
do that is by a set of functions that associate 
a. quality value to each activity in any particular sched
ule. The quality of the whole schedule is then defined 
as the sum of the activities qualities that form it. 

In the DRS scheduler three quality functions exist: 

.. A global quality function that, for each scheduled 
request, defines a real number directly dependent 
on ( 1) the priority of the request, (2) the commer
cial value of the request (3) the response to the user 
wishes for the start and the duration of the request. 

,. A priority function that, for each scheduled request, 
defines a real value directly dependent on the prior
ity of the request. This function rewards the sched
ules that accepts the requests with the highest pri
ority. 

,. A tlexibility function that rewards the schedules 
which better the user defined preferences 
about the start time and the duration of each re
quest. accepted. 

The choice of define a set of functions instead of just 
one is due to the need to evaluate the schedule quality 
from dttfereat In terms, the user 
has the these functions to de-

Each time the control 
is transferred to the system 

so that the selected 
To direct the user to

the particular 
between the 

the DRS 
the Ex

et ai. 



Thts method has been formulated to st.a!.!Sl.l

cally ev<1luate the performa.nces of the scheduling al
By buddwg a set of random-generated so-

a function is inferred 
and the standard devtat10n of the scheduling algorithm 
used from the mean of this function is used to define a 
measure of the quality. The DRS sequencer 

an interactive version of the algo-
rithm able to the quality of a partial schedule 
in each moment Of the !JlCHHHHC, nrn,-P<:<' 

The block of the 
5. The 

solution 
software modules, allows the 

definition of new heunstics new user profiles 
without mod1fymg the main structure of the system. 

KnDYYledge 
representation by 
SSP 0-0SCAR 

Heuristic 1 

Heuristic m 

Figure 5: DRS 0-0SCAR architecture 

The Module named SSP 0-0SCAR in Figure 5 is re
sponsible for the represeutalwn of the domain and for 
the maintenance of the current solution. To represent 
the temporal aspects of the solution the set of dy-
namic propagatiOn described in ( Cervoni 
et al. 1994; Cesta and 1996b) are used. 

The system can configure its own level of initiative 
the user wishes. Its role in the scheduling 

consist of supporting the user in his 
'~'""~"""'"' the information about the sched

the user choices conflicts with 
the system can try the in

the user with 

t.o iut.er
the t·isk 

to cotllprotll!Se Lite of the system due to the 
i11compatibility the main hardware 
iug the graphtc interface 

solution to this 

Mellon 
creatton of a 
hardware by instruments like win-
dows, buttons etc. of object-oriented 

like and en-
are the coding 

of the interface at a very high level of abstraction. The 
fact that the sequencer is written in C++ causes the 

of the system, recompiling on 
At present 

these MP a set flavors. Windows 
\:!5/N'l and the MacOS. 

In buiiding the sequencer the mixed initiative model 
based 011 mutual constraining of behavior (Tate 1997) 
has been followed. The key point of this approach is 
the choice to share a common plan model between the 
users; on this model each user operate the desired ma
nipulations. The system interprets each user action as 
an attempt to constraint the final aspect of the plan 
and check the of the proposed modification. 

In the DRS system the user can be the commercial 
operator, interacting with the commercial-profile se
quence, or the spacecraft engineer, interacting with the 
operative-profile sequencer. Each one of those users 
contributes to the final aspect of the plan by propos
ing the allocation of activities and by reacting to the 
changes due to the actions of the other users. All the 
users share a common, object-oriented vision of the 
scheduling domain that defines the scheduling vision 
and interact with the system via a personalized set of 
instruments. This view of the scheduling process is 
reported in Figure 6. The two scheduling clients, the 
commerciai one and the one, are discussed 
in the following subsections. 

Operetoons Conrol Cel1er 

..... ~ ... 

Figure ti: DRS 0-0SCAR users views 



The Commercial Profile 
The commercial version of the sequencer is directed 
to the user of the Missiou Control Center. The main 
screen consists of two windows, the main window and 
the Gantt chart window. 

In the main window, Figure fig:comm, there are 
three lists w1th the information about the service re
quests proposed to the system, the requests accepted 
by the system and the requests refused by the system. 
The system allows loading and saving of partial sched
ules on the disk, the possibility to input a new request 
interactively via a dedicated mask and the capability 
to load a set of request from a disk file. The scheduling 
process consists on the selection of a request set and 
in the successive attempt to schedule it through the 
selection of the button Process. The interesting key 

of this profile are: 

• the attempt to abstract from the technical detail of 
the task; 

• a simplified view of the scheduling task; 

• exclusive tools to trade with the clients about the 
parameters of the requests refused by the system. 

Regarding the last point this version of the sequencer 
provides the capability to select a set of requests from 
the refused requests list and the management for each 
request of the relative conflicting parameters. At this 
purpose is useful to use the Gantt chart to be able to 
directly the availability of the temporal parameters. 

The Gantt window , Figure fig:gantt, allows the se
lection of each box associated with a request to have 
access to the relative detailed parameters. The suc
cessful trading of a request causes the apparition of 
the relative box in the Gantt chart. 

.... 1~: 

7: The interface for the commercial user 

sequencer has the ob
created 

the mission control center the that allow 

tl Current solution representation through a 
Gautt chart 

the operativity of the orbiting platform (e.g. orbital 
shifts, maintenance of antennas), manage the available 
resources (e.g. excluding a broken antenna frorri the 
schedule) and allow the input of" last minute" requests 
(e.g. emergency operations). The need to minimize 
the effects of those operations claims full access to the 
available scheduling from the sys
tem. When the program is started the screen shows 
the next. window and the Gantt. The Gantt chart win
dow is the same provided from the commercial profile 
seq ueucer. 

ln the main window of the Operative Profile, shown 
in Figure fig:oper the following information is continu
ously represented: 

• The global state of the schedule. 

• The total number of requests proposed to the sys
tem. 

• The total number of rejected requests. 

The details relatives to each of these aspects are ac
cessible by the "More Info ... " buttons. A dedicated 
buttou allows the use of the ESQ to evaluate the ac
tual schedule quality (as explained below). The key 
points of this profile are: 

• the possibility to alter the scheduling domain by re
nwviug au auteuua; 

e the ability to change the heuristic used to schedule 
the selected requests. 

• the direct management of the backtracking. 

As far as the last point is concerned the user has the 
capability t.o choose the activities to remove in 
case they are in conflict with the selected activity. In 
this way the modifications due to the backtracking are 
uuder the direct control of the user, allowing the min
imum side effect of the reactive on the existent 
partia.l schedule. 

Two aspects of the system ,.,,,.tr..rm have been con-
side red: 

• the of the 

the t.irne needed to the schedule. 
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Figure 9: The interface for the operative user 

As far as the first aspect is concerned, a version of the 
ESQ algorithm (Bresma t:l ul. 1!:105) has Geeu !!Uj.>le

mented which allows to compare the system solution 
with the average quality of randomly generated solu
tions. 

This comparison is possible according to different 
quality criteria as shown in the Figure 10 in which the 
performance w .r.t. three aspects, flexibility, priority 
and global quality, are shown. 
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Figure 10: The ESQ evaluation of a solution 

The system had be tested with the DRS problem sim
ulator developed during a prev1ous approach to the 
problem {Adinolfi and Cesta 19!:15). A typical daily 
DRS problem consists in 75 requests and it is integrally 
processed by the system in times compatible with the 
interactive use of the software. The 75 requests prob
lem requires approximately 1 minute on the Windows 
95 version of the sequencer with a Pentium at 75 MHz. 
The times on a typical UNIX workstation are reduced 
by one half. 11 shows the CPU time (in sec
onds -y axis) needed to a solution for prob
lems of increasing dimensions (number of requests -x 
axis) by three different heuristics: the greedy al-
gorithm, the i11tegrated with limited 

simulated annealiug strat-
egy used as a comJ .. mrison shows on a 
Pe11tium 75MHz to stress the fact that the tech-

also on 
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Figure 11: Performances on a Pentium 75MHz 

Conclusions 
In this paper we have described an approach to the 
scheduling of the DRS System based on a 
flexibie and open architecture named 0-0SCAR. The 
approach from one side relies on efficient algorithms 
for solution management and from another stresses the 
need for effective and personalized user interfaces. 

The system obtains very interesting performances 
and solve several limitation of a previously developed 
rule-based approach (Adinolfi and Cesta 1995). 

At we are the generality of the 
0-0SCAR framework developing a support for a 
more general domain description language, inspired by 
DDLl (Cesta and Oddi 1996a), and inserting the abil
ity to deal with multiple capacity resource constraints 
as described in (Cesta and Stella 1997) . 
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