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Introduction 

A number of applications in the space domain re-

the main in 
of these applications is to identify a minimum 
length schedule or makespan which accomplishs 
all the activities in the task. This is often diffi­
cult to achieve due to the complex interaction of 
resource and temporal e.g. variable 
shift patterns. The aim of this article is to pro-

a description of some the 
ing developed at CIRL to develop schedules with 
minimum makespan. The techniques described in 
this article are Limited Discrepancy Search (LDS) 

(?) and the Double back Optimizer (?). The cur­
rent scheduling system is acting as a test bed for 
further developments including a probablistic ver­
sion of LDS and the ability to handle more complex 
concepts such as release times and delivery dates. 
The remainder of the article provides details of the 

and describes ways in which these 
for applications such as assembly, 
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Scheduling Technologies 

shop schedules. These problems typically involve 
manufacturing small numbers of fairly expensive 
items. date the scheduler has been tested 
on a problems from assembly 
manufacturing. The obtained from these 
problems have shown that the CIRL scheduler is 

the solution and manages to 
schedules which are one and three days 

that systems. This can be a sw:nlll-
cant saving when the costs of one days additional 
production vary between $100,000 and $1,000,000. 
The study of the generic features of the aircraft 
assembly problem has identified a number of sim­
ilar tasks in the space domain. For example, in 
assembly, integration and verification (Arv) the 
aims are to integrate the different AIV schedules 
for the subsystems of the satellite into a single AIV 

schedule and minimize the overall cost of the com­
bined schedule. By minimizing the length of the 
schedule the cost of using expensive test resources 
e.g. trollies, chambers, etc, is The AIV 

task has been shown to be a successful applica-
tion AI planning scheduling vC\.,U1JlVL\Y!;>'C.0 

(?) with a The 
being routinely used for payload 

checkout on the IV program. An addi­
tional application which would benefit from min-
Hu .• ,u.•J<, u•a."'·""'~'""u would be satellite · 

HUJl.lHIC.l of 
resources. 



Core Technology 

The core technology of the CIRL scheduler is based 
around two different techniques to generate sched­
ules. These are: 

GP The use of heuristics to attempt to generate a 
reasonably short "seed" schedule. 

ill The "seed" schedule produced by the heuristics 
is then fed to an optimizer that uses Doubleback 
optimization to shorten the schedule further. 

The hueristic search strategy Limited Discrep­
ancy Search ( LDS) is used to generate good "seed" 
schedules using the heuristics, and does so in a 
manner that the schedules are not 

Work with 
feeding mul­

tiple, different schedules to the optimizer that the 
scheduler can generally a better schedule 
than than can be obtained feeding the 
schedule that was the 
tics. 

Doubleback Optimization 

known as "''""""''"' .... ·'" 
packing or bin packing, involves "sloshing" a can-
didate schedule, repeatedly, right and left within a 
scheduling window. This has a remarkable impact 
on the length of most schedules. The Doubleback 
process is analogous to filling a box with blocks 
and then shaking the box. Shaking the box will 
almost always result in a denser packing of blocks. 
Likewise, in schedules, Doubleback almost always 
results in a denser packing of tasks in a schedule. 

Limited Discrepancy Search (LDS) and 

at the right time. An optimal schedule could be 
generated every time. LDS helps make up for the 
u-v.~'"''-''"''" of a perfect heuristic, particularly in the 
case where you have a good heuristic. (In fact, 

better your heuristic, the better LDS works.) 

In scheduling problems of any size it is unlikely 
that a merely good heuristic will 

you close to an optimal schedule. A 
good heuristic will be incorrect some of the 

time. As the complexity of scheduling problems 
the number of decisions guided by the 

also increases. The more decisions made, 
the more likely it is that some of them are going 
to be incorrect. does LDS help address this 
problem? LDS is a systematic method for disre-

the of a a lim-
when 

in each schedule. 

If the heuristic leads to only one incorrect decision, 
then using LDSl (the fastest form of LDS) will lead 
to a schedule. if the heuristic leads to 
more than one incorrect decision (which is usually 
the case) then LDSl will likely lead to a better 
solution then always following the heuristic. 

Features of the CIRL Scheduler 

The current CIRL scheduler currently supports a 
number of features and these are as follows: 

• Fixed duration tasks with fixed resource usage 
for the duration of the task. 

• Resource availability that is constant over 
or that varies cyclically over time, e.g. shifts 

• Allocatable (i.e. non-consumable resources). 



111 A general constraint that all tasks running at 
each particular time must use no more than the 
amount of resources that are available at that 
time. 

Research efforts are continuing to develop the 
functionality of the scheduler and these include us­
ing probablistic measures in seed generation and 
including release times and due dates in the sched­
ulers representation. 
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