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Abstract 

Scheduling access to Air Force satellites is an over
constrained problem. Over 500 requests for access are 
received for each day's operation; after manual schedul
ing, over 100 conflicts typically remain in the schedule. 
VVe are developing a prototype scheduling system that 
will assist human schedulers in this problem. Auto
mated scheduling promises to reduce the number of 
conflicts, but will never remove all of them. Thus, the 
system will allow the human schedulers to examine al
ternative schedules so that they can better negotiate 
changes with the users. 

Introduction 
The prevalent view of scheduling is that of automati
cally constructing the optimal or best solution to a sin
gle problem instance on a single objective. ~While this 
view works, more or less, for commonly studied schedul
ing problems such as static job-shop, it breaks down 
in applications that operate continuously, receive re
quests asynchronously, trade-off between multiple usu
ally competing objectives or require judgment about 
priorities. 

Our application, scheduling access to remote satellite 
tracking stations (RSTS), possesses all foUl' character
istics. The tracking stations operate 24 hours each day 
with emergency requests arriving at. any t.ime, and the 
demand outpaces t.he available resources. This neces
sitates tough decisions about which accesses are most 
important and whether some accesses can be partially 
accommodated. 

In a recently initiated project, vve are developing a 
prototype system to assist human schedulers in con
structing schedules for the RSTS application. Sev
eral key issues must be resolved. 'Vhich scheduling 
algorithms and heuristics are best suited to this over
constrained problem? How can automated scheduling 
best function for dynamic scheduling over variable in
tervals? vVhat objective function(s) match the require
ments of the application and of the algorithms for au
tomat.ing the process? How a mixed-initiative schedul
ing system can improve the efficiency of the process 
and solutions? Although all of these issues need t.o be 
resolved ultimately, in t.his paper, we briefly touch on 

the first question and focus primarily on the last issue 
by describing our methodology and design for a mixed
initiative system for RSTS scheduling. 

RSTS Application 
In the Air Force Sat.ellite Control Network, Remote 
Tracking Stat.ions provide the satellite-to-ground inter
face necessary for satellit.e command and control opera
tions. Remote Tracking Stations are located at. nine (9) 
sites with 16 antennas. The stations are placed so as to 
maximize area coverage and multiple support capabil
ity. Time on the various Remote Tracking Stations is a 
scheduled resource. 

Scheduling is carried out by one of two Resource 
Control Complexes (RCCs), located at the Schriever 
Ail' Force Base (AFB) and the Onizuka AFB. Approxi
mately 520 resource requests must be scheduled for each 
day of operations at Schriever. 

Because the resources are scarce, requests may in
clude backup tiIne and resource specifications and may 
be subject to later negotiation. Thus, a client's request 
consists of a primary desired time window on a part.ic
ular Remote Tracking Station, the amount of time re
quired, the priority of the request and optionally, alter
native time windows and resources. (Alternatives may 
also be determined automatically based on the avail
abilit.y of duplicate or similar resources and capabili
ties.) 

At.tempts to automat.e these tasks have either failed, 
or have yielded dubious results. One of the primary 
barriers to successful automation has been the need to 
keep the human schedulers in the loop; to create a feasi
ble schedule, the human scheduler often must negotiat.e 
changes with the clients. However, the human sched
ulers are currently still doing the entire task manually; 
only schedule entry, storage and display ha,re been com
puterized. It can t.ake a human one to t.wo years to learn 
to schedule Sat.ellite Remote Tracking Station request.s 
at an expert. level. 

Current.ly, a one day schedule is built manually by 
human experts over a one week period. On any given 
day, the schedulers manage seven sliding windows rep
resenting the next. seven days of activity. During the 
course of a week, the schedule is gradually determined 
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and frozen, except for high priority, emergency requests 
which may arrive at any time and must be included. 

Mixed-Initiative Scheduling in RSTS 
Shortening the scheduling window of RSTS from one 
week down to two !=>r three days would mean managing 
fewer active scheduling windows at any point in time. 
In addition, shortening the scheduling time is also de
sirable because high priority requests may arrive lat.e, 
causing disruption to t.he overall schedule. 

Automation can help reduce the scheduling window, 
but by itself, automation is not the complet.e solution. 
If two request.s require exactly t.he same resource at the 
same time, and there is no alternative way t.o satisfy 
both requests, then there is no feasible solution. Even 
when there are alternative ways to satisfy a request, 
cont.ention for resources covering global "hot spot.s" 
may still preclude satisfying all requests. Human in
t.ervention is generally required to adjust the objectives 
of the schedule, to arbitrat.e what. requests to abandon 
or to negotiate altematives off-line. Emergency or ex
tremely high priority requests for satellite time may 
also arrive in the last 24 hours before a schedule is 
to be deployed. This creates a need for fast schedule 
repair. vVhat the automated part can do best is to an
ticipate problems and to provide the human scheduler 
with promising altemative schedules allowing him/her 
to dictat.e trade- offs in objectives and request satisfac
tion. 

Thus, the system must support. fast schedule pro
posal, schedule visualization, rapid consideration of al
t.ematives and on-line editing for new requests. Vve are 
developing a system that has a suite of algorithms and 
heuristics for building schedules integrated with a visu
alization tool for examining and manipulating proposed 
schedules. 

Algorithms for RSTS Scheduling 

Scheduling of remote tracking stations is a constraint 
satisfaction problem in which no conflict-free solution 
exist.s and yet some solution must be generated. Of
ten, in scheduling applications, an attempt is made to 
tum this kind of constraint satisfaction problem into 
a combinatorial optimizat.ion problem: a weighting is 
used t.o indicate which constraints are more import.ant.
and then an optimization routine is run to minimize the 
weight.ed set of violated constraints. 

Search and combinatorial optimization methods are 
not enough to support a fielded system for resource 
scheduling. The combinatorial optimization approach 
has several problems in real world a.pplications. First., 
it may be difficult or impossible to impose a meaning
ful weighting. Tuning a linear set of weight.s so that. the 
weighted evaluation function reflects t.he same kinds of 
(possibly nonlinear) relative evaluat.ions made by a llU
man expert can be extremely difficult. Second, all the 
informat.ion needed t.o resolve a scheduling conflict may 
not be available to the automated scheduling syst.em. In 

this case, it is impossible t.o build an evaluation function 
that captures the scheduling abilities of the human ex
pert. For example, clients requesting a resource tend 
t.o make their request the highest allowable priority, 
so that priority information is less accurate and use
ful than one might expect. Given two requests of equal 
priority, an aut.omat.ed system may give bot.h requests 
70 percent of the requested t.ime in order to minimize 
an object.ive function. This may not at. all be the kind 
of compromise that is appropriate. 

Our approach to developing the automated portion of 
this system is to start by studying well known schedul
ing approaches as applied to this problem. We think it 
likely that several scheduling algorithms will ultimately 
be incorporated to support different trade-oft's between 
quality of solution and time required to obtain it. We 
have started our study by extending high performing 
heuristics and algorithms from job-shop scheduling. In 
particular, at this point in our study, we have imple
mented slack-based (Smith & Cheng 1993) and texture
based heurist.ics (Beck et ai. 1997) coupled with several 
types of search algorithm, e.g., LDS (Harvey & Gins
berg 1995) and HBSS (Bresina 1996). 

Although the study is preliminary (we still have 
to implement other candidate algorithms and study 
a wider range of problems), t.he results are promis
ing. The min-slack heuristic with greedy search can 
construct a preliminary schedule in approximately 2 
minutes. Given 500 requests with 120 initial conflicts, 
we have been able to resolve about 80 percent of the 
conflicts using this combination. vVe have found that 
texture-based heuristics can further reduce the number 
of conflicts but at the cost of significantly more compu
tation. 

Interface Aiding Human RSTS Schedulers 
When scheduling the Remote Tracking Stations, the 
human schedulers may negotiate changes with the in
dividuals making the resource request. Such negotia
tion is beyond the abilities of any automated scheduler. 
Humans may also accumulate information that is very 
hard to quantify (or which should not be quantified). 
For example, if clients X and Yare in conflict over a re
source, X may outrank Y and so usually win the conflict 
despite the fact that the requests are of the same pri
ority. Human schedulers can anticipate and informally 
exploit this type of information. 

Thus, instead of trying to fully automate the schedul
ing process, an altemative approach is to build an in
teractive system that aids the human scheduler by do
ing what a computer does best: tediously generating 
and trying out alternatives and managing information 
about the schedule. In practice, it takes a human ex
pert about five hours to build a preliminary schedule for 
satellite scheduling, which our current algorithms can 
build in a few minutes. 

Once an initial schedule is constructed, a user should 
then be able to interactively select, reject or fix parts 
of the schedule. '\iVhen a scheduling decision is made 
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Figure 1: User can select a checkpoint in the schedule. A checkpoint indicates a key client request for which the user 
wishes to examine options when the system tries to schedule it. 

that differs from the proposed schedule, the automatic 
scheduler can be re-run to find a new solution that op
timizes around the fixed parts of the schedule. Since 
automated scheduling methods are to be used to gen
erate initial schedules and to do rescheduling, very fast 
rescheduling methods may sometimes (but not always) 
be required. 

Such an environment can do more than just provide 
an interface to the actual schedule and scheduling al
goritllll1s. It can also provide a data analysis tool to 
better understand the scheduling problems and statis
tic data about client requests and past schedules which 
may be useful in constructing new schedules. 

It is common to find references to "interactive 
scheduling" in the literature, but there appears to be 
a limited number of ideas about how best to do this. 
There is general agreement that the user should inter
act with a schedule at an abstract, ideally graphical 
level that hides schedule implementation and optimiza
tion details to an appropriate degree (Smith & Lassila 
1994) (Smith, Lassila, & Becker 1994) (Tate, Drabble, 
& Kirby 1994). Interactive Gantt Charts are a popular 
way to achieve this goal (Sadeh 1994). Generally, t.he 
user can make a change to the schedule; in response, 
the scheduler may be called upon to propagate the ef
fects of the change and perhaps to optimize in response 
to the change (Yen & Pinedo 1994) (Deale et al. 1994). 
These ideas are incorporated in our prototype syst.em. 

Example of Sched uling Interface 

To demonstrate the basics of our proposed system, we 
will step through an example showing how it will look to 
a user. In the example terminology, the "Clients" will 
be those requesting time on a Remote Tracking Station; 
the "Users" are the schedulers who assign satellite re
sources to clients. The figures that follow are mock-ups 
of proposed visualizations for the user. 

Figure 2: Display of suggested actions for scheduling 
a particular request. After a checkpoint has caused a 
stop, the user can determine what should be done with 
the request. 

Figure 1 illustrat.es a hypothet.ical situation where 
the initial set of requests has been displayed, with 
darker levels of gray-scale indicating greater conflict 
(this would be in color online). The user can examine 
the set. and then select a specific request to be "check
pointed". The dark rectangle outline highlight.s a spe
cific client request. If this particular request appears 
t.o represent a significant bott.leneck, the request can be 
checkpointed t.o allow the user to look at the partial 
schedule as it exists at. the point when the system is 
trying to schedule this particular request. 

Once the system has scheduled up until the check
pointed request, the user has some latitude in how 
to handle it. For example, Figure 2 illustrates sug
gested scheduling alternatives for a specific client re
quest which has been highlighted and checkpointed as 
illustrated in the previous figure 1. The display shows 
several scheduling alternatives for this client request 
and data on how this impacts the schedule (i.e., the 
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Figure 3: Graph for a single client mapping hypothetical previous resource requests by size on the x-axis against 
the actual time allocated on the y-axis. A scheduler could infer froni this data that this client is more flexible about 
receiving less than the request time on a resource when the original request is larger. 

change in evaluation expected for each action). 

To expedite the decision, the user could decide to 
look at historical information about the client making 
the request. Figure 3 illustrates a hypothetical situ
ation where historical data is available about a client 
requesting a resource. The graph shows the actual du
ration allocated as a function of the original resource 
request. Vve know from human schedulers that some 
clients are more flexible than others; flexibility may also 
be a function of the size of the resource requested (as 
shown in this graph) or a function of the type of re
source requested (which is not shown here). 

Finally, figure 4 illustrates the set of recent emer
gency requests. One might define emergency requests 
to be those client requests which arrive in the last 24 
hours before a schedule becomes active, or any requests 
that arrive after the schedule is active. In this case, 
the idea is that such requests are not random. A possi
ble scheduling strategy is to avoid scheduling tasks on 
resources and specific time slots that have a recent his
tory of high emergency incidence. Human schedulers 

currently use a similar strategy for this application. 

Project Status 
At present, we have implemented a problem generator 
and a web based interface for vie~IYing and manipulat
ing schedules. The problem gelierator was necessary 
due to the sensitive nature of the application. vVe can 
au tomat.ically construct problems that are typical of the 
types received by the Air Force without compromising 
security. In addition, the generator allows us to ex
ert experimental control during testing and evaluation. 
The generator (Howe et aZ. 2000) can be parameterized 
with t.he number of requests, disparity in their time win
dulY and duration sizes, and amount of clustering (con
tention at same times on the same resource). Based on 
the results of our evaluations, the best set of algorithms 
and heuristics will be included into the final system, al
lowing for particular algorithm/heuristic combinations 
to be selected. ,\Ve recognize that users may wish to fa
vor speed over optimality and thus iterative repair over 
optimization algorithms. 
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Figure 4: Profile of emergency requests submitted during the previous 40 days 

Because of the importance of the interface for these 
types of systems and the need to solicit feedback from 
the users and experts for the applications, the interface 
has been implemented in Java and will be accessible via 
the World Wide Web. This will allow Ail' Force users 
all over the world to access our system and demo the 
interactive scheduling environment. At present, the sys
tem generates initial schedules using min-slack/greedy 
search and allows the user to view, add, delete or move 
requests within the proposed schedule. 
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