
An Anytime Planning Approach
for the Management of an Earth Watching Satellite

Sylvain Damiani
ONERA, Toulouse, France
Sylvain.Damiani@onera.fr

Gérard Verfaillie
LAAS-CNRS, Toulouse, France

Gerard.Verfaillie@laas.fr

Marie-Claire Charmeau
CNES, Toulouse, France

Marie-Claire.Charmeau@cnes.fr

Abstract.
This paper presents the challenge of the autonomous on-
board management of the mission of an Earth watching satel-
lite within a constellation of identical satellites, then the any-
time planning approach that we developed to deal with it. Af-
ter a presentation of the reference mission we started from,
we describe the operational constraints on the management of
this mission, the resulting architectural choices we made, the
need for an anytime planning module on-board each satellite,
and the dynamic programming approach we chose. Then, we
present the results of the simulations that have been carried
out on ana priori difficult scenario to assess algorithm pa-
rameter settings and tradeoffs between computing power and
decision quality. We conclude with the work that remains to
be done to design a satisfying management system for each
satellite and for the whole constellation.

1 Introduction

This paper presents the results of an one year work on
the management of the mission of a constellation of Earth
watching satellites, dedicated to the detection and observa-
tion of forest fires and volcanic eruptions. For this work, we
have been provided with an artificial, but realistic, reference
mission by the French Space Agency (CNES, (Charmeau
2002)) This mission, as well as the associated technical
constraints and choices, is freely inspired from theBird
(http://spacesensors.dlr.de/SE/bird/) andFuego(Escorialet
al. 2001) projects.

After a presentation of this reference mission, we will
focus on the operational constraints the mission manage-
ment system must satisfy and on the resulting architectural
choices we made. We will emphasise especially the need for
an anytime planning module on-board each satellite. Then,
we will describe and justify the dynamic programming ap-
proach we chose to implement this planning module. We
will show and analyse the results of the simulations we car-
ried out on a difficult scenario to assess algorithm parame-
ter settings and possible tradeoffs between computing power
and decision quality. We will conclude with the work that
remains to be done if we want to build the prototype of a
completely satisfying system.

2 An Earth watching mission

2.1 Fire and eruption detection and observation

The reference mission we consider is dedicated to the detec-
tion and observation of forest fires and volcanic eruptions.
Starting fires and eruptions must be automatically detected,
localised and roughly identified. In case of detection, an
alarm must be immediately sent to the concerned ground
mission centres. Observations of the fire or eruption areas
must be triggered either automatically after a detection, or
at the request of a ground mission centre. Associated data
must be then delivered to the interested ground mission cen-
tres.

2.2 A constellation of Earth watching satellites

The physical components that can fulfil this mission are of
four types:

1. a constellation of 12 identical low-orbit (LEO) satellites,
arranged according to aWalkerschema: 3 orbital planes,
each with an inclination angle of47, 5◦ with regard to the
polar axis, 4 satellites per orbital plan, evenly distributed
on a circular orbit at an altitude of 700 km;

2. a set of 3 geostationary (GEO) satellites which together
cover the whole Earth surface;

3. a set of ground mission centres, possibly dedicated to a
specific area and to a specific kind of event (either forest
fire or volcanic eruption).

4. a ground system control centre.

Given their altitude, the LEO satellites have a revolution
period round the Earth of about 100 mn. Thus, 25 mn go
on between the flight of a satellite over a given area and the
flight of the following satellite on the same orbital plane over
the same area. Figure 1 shows the track on the ground of the
12 satellites of the constellation within a 25 mn period.

The GEO satellites are used as low rate communication
relays between the LEO ones and the ground mission cen-
tres.



Figure 1: Track on the ground of the 12 satellites of the
constellation within a 25 mn period.

2.3 Detection and observation instruments

Each LEO satellite is equipped with two instruments (see
Figure 2):

1. an infrared detection instrument, the swath of which is
2500 km wide. This instrument is permanently active
and pointed30◦, that is 400 km, in front of the satel-
lite. Data analysis is instantly performed on board. In
case of fire or eruption detection, an alarm is sent to the
concerned ground mission centres via the currently visi-
ble GEO satellite and an observation request is sent to the
observation instrument;

2. an observation instrument, the swath of which is only 176
km wide. Four observation modes, in the visible, near
infrared, and thermic infrared spectrums, are available,
according to the kind of phenomenon to observe. This
instrument is not permanently active. It is permanently
pointed under the satellite, but a mobile mirror in front of
it allows it to observe laterally any ground area in the strip
that is swept by the detection instrument. Data that result
from an observation are not analysed on-board. They are
downloaded to the concerned ground mission centres dur-
ing visibility windows.

Note that, because the detection instrument is systemat-
ically pointed30◦ in front of the satellite, there is an one
minute delay between the detection of an unexpected phe-
nomenon by a satellite and its possible observation by the
same satellite.

Because the satellite can observe an area only when it ar-
rives roughly at the same latitude, the start and end times of
the observation of a given area from a given revolution of a
given satellite are fixed and two areas the latitudes of which
are too close may be incompatible: they cannot be observed
by the same satellite from the same revolution because either
a temporal overlapping, or an insufficient time to modify the
mirror orientation (see Figure 3).
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Figure 2: Detection and observation on-board each LEO
satellite.
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Figure 3: Incompatibilities between observations from the
same satellite and the same revolution.

2.4 On-board energy and memory

Each LEO satellite is limited in terms of energy and memory
available on-board. Figure 4 shows the permanent and tem-
porary productions and consumptions of energy and mem-
ory that must be taken into account.
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Figure 4: Productions and consumptions of energy and
memory.

It is assumed that solar panels are powerful enough to
cover the maximum energy consumption during day win-
dows, but enough energy must be stocked into batteries to
cover night windows. Energy and memory are not indepen-
dent because observations consume energy and memory and
because data downloading produces memory (by releasing
memory space), but consumes energy.



2.5 Communications
Communications between the various components of the
system are not permanent (see Figure 5):

• communications between the LEO satellites and the
ground, via the GEO satellites, are limited to unidirec-
tional small size alarm messages in case of fire or eruption
detection;

• only direct visibility windows can be used for larger size
messages, to upload observation requests or to download
observation data;

• there is no direct communication between LEO satellites.
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Figure 5: Communications between system components.

3 Operational constraints and architectural
choices

Two kinds of operational constraint have a determining ef-
fect on the type of management we can consider for this sys-
tem:

1. apart the possible alarm messages from the LEO satel-
lites to the ground mission centres, there is no permanent
communication link, neither between LEO satellites, nor
between them and any ground mission centre;

2. after an unexpected event detection, a LEO satellite must
be able to perform an observation of the associated area
and to download the resulting data to the concerned
ground mission centres. It must do that as quickly as pos-
sible, because the main interest of such a system is the
quick delivery of these observation data to the mission
centres, which can then trigger any appropriate action on
the ground. Late observations and data deliveries are of
low utility.

To sum up, a LEO satellite cannot wait for explicit ob-
servation and data downloading requests, coming from any
ground mission centre or any other satellite, to perform what
it has to do. It must be able to decide autonomously at any
moment upon observations and data downloading.

These operational constraints turn down any choice for
a mission management system which would be either cen-
tralised in the unique ground system control centre, or de-
centralised with information exchanges and negotiations be-
tween the ground mission centres or between the LEO satel-
lites themselves.

The only choice that remains sensible, given the strongly
limited communication means, is an autonomous mission
management system on-board each LEO satellite. This is
the choice we made and we assume for the sequel of this
paper.

At this point, it may be interesting to stress the difference
between Earth watching and Earth observation missions:

• in Earth observation missions, likeSpot, Pléiades, or oth-
ers including missions that involve constellations of ob-
servation satellites (Gabrelet al. 1997; Sherwoodet al.
1998; Muraokaet al. 1998; Potin 1998; Potter and Gasch
1998; Bensanaet al. 1999; Wolfe and Sorensen 2000;
Pemberton 2000; Niezette 2000; Vasquez and Hao 2001;
Frank et al. 2001; Lemâıtre et al. 2002; Globuset
al. 2002)), the requests come from the ground and
the deadlines for the achievement of the observations
and the delivery of the associated images are not very
short (typically, some days or some weeks). In these
conditions, the choice of a centralised mission manage-
ment system on the ground, able to optimise the activ-
ities of all the components of the system, seems sensi-
ble, although onboard management systems have been ex-
plored too (Bornschleglet al. 1998; Goutet al. 1999;
Verfaillie and Bornschlegl 2000; Honvaultet al. 2001;
Creasey and Teston 2001);

• in Earth watching missions, likeFuegoor others (Escorial
et al. 2001; Chienet al. 2001; Chienet al. 2002; Khatibet
al. 2003), on the contrary, the requests come mainly from
the satellite itself and the deadlines for the achievement of
the observations and the delivery of the associated images
are shorter (typically some minutes or some hours). In
these new conditions, the choice of a autonomous mission
management system on-board each satellite seems more
sensible.

4 An anytime planning module
In these conditions, each LEO satellite must be equipped
with a decisional system which must be able:

1. to take into account the current state of the satellite (or-
bital position and trajectory, energy, memory, mirror posi-
tion . . . ) and the current set of observation requests, com-
ing either from the detection instrument, or from ground
mission centres;

2. to select among them a subset of observations that can be
performed all together over a given temporal horizon and
the global utility of which is as high as possible;

3. to build an associated feasible activity plan;

4. to trigger and control the execution of this plan;

5. to adapt observation selection and activity plan in case of
any unexpected change in the state of the satellite or in the
set of observation requests.



Note however that the situation to face (satellite state and
current set of observation requests) is potentially highly dy-
namic, mainly because of observation requests coming from
the detection instrument. Even if such events are globally
rare, it is precisely in such situations that an appropriate
quick reaction of the decisional system is waited for: it has
been built for that.

In such a context of high uncertainty, one can consider
that building and maintaining an activity plan over a large
temporal horizon may not be of great utility: why to spend
time to build a plan which has every chance not to be exe-
cuted as it stands?

Moreover, because the decisional system is implemented
on-board the satellite, decision to trigger an observation or
a data downloading can be made at any time: rather than an
activity plan, we need a mechanism which allows the satel-
lite to decide at any time upon the next observation to per-
form and the next data to download.

There are basically three ways of building such a deci-
sion mechanism, which is often referred to as a strategy or a
policy:

1. one can compute off-line the optimal decision associated
with any possible situation. Because of the astronomical
number of situations the satellite may have to face (com-
binations of all the possible satellite states and all the pos-
sible sets of observation requests), this technical solution
can be immediately turned down;

2. one can define off-line decision rules which allow the
satellite to face on-line any possible situation. An ex-
ample of such a decision rule is to trigger any observa-
tion that can be executed, given the temporal and resource
constraints. In the example of Figure 3, this policy would
lead the satellite to perform observationsA, B, andD.
But, if the utilities of observationsA,B,C,D, andE are
for example5, 1, 10, 2, and20, this activity plan is clearly
sub-optimal (global utility of8), whereas there is an ob-
vious optimal plan (A, C, andE, with a global utility of
35);

3. one can design off-line an optimisation mechanism which
allows the same way the satellite to face on-line any pos-
sible situation, the main difference with the previous ap-
proach being that we will try to build a mechanism which
is as less myopic as possible. This is the approach we
chose and we assume for the sequel of this paper.

The on-line optimisation mechanism we built is based on
two principles:

1. firstly, reasoning shall not preclude or delay actions. For
example, the fact that the decisional system is still reason-
ing and computing when time is up to trigger an observa-
tion of high utility shall not lead the satellite to leave it.
In other words, the decisional system must always know
what to do when time is up to decide upon triggering an
observation or not;

2. secondly, the decisional system must use all the time it
has at its disposal to reason as thoroughly as possible, in
order to decide upon the best observation to perform next,
taking into account its knowledge about the current satel-
lite state and the current set of observation requests. In
other words, the fact that the reasoning time is limited and
that the situation to face may change at any time is not an
excuse for a short-term arbitrary limited reasoning. Long-
term reasoning must be triggered and carried on each time
information and reasoning time are available for that.

To implement these principles, we designed an on-line
optimisation mechanism which is based on three temporal
horizons (see Figure 6):

1. a commitment horizon, which lies between the current
time and the end of the currently performed observation,
if it exists, and is empty otherwise. Over this horizon,
nothing can be decided because activities have been al-
ready committed by the executive;

2. a decision horizon, which is limited to the next observa-
tion to perform. This is over this horizon that the planning
module will decide upon activities and send its decisions
to the executive;

3. a reasoning horizon, the length of which depends on the
time that is available for reasoning. Even if the planning
module reasons over this horizon, in order to assess the
consequences of the decisions it envisages, it does not
make any definitive decisions over it. At the beginning
of the reasoning, this horizon is limited to the first obser-
vation request along time. This observation, we notei, is
selected if it can be executed, given the temporal and re-
source constraints. Each time more time is available for
reasoning, this horizon is incremented by adding to the
set of considered observation requests the next one along
time. The best next observation to perform, possibly dif-
ferent fromi, is then selected among them, taking into
account all the possible observation sequences. This pro-
cess stops as soon as time is up to triggeri. If i is the
currently selected one, it is triggered. If not, nothing hap-
pens. In both cases, reasoning continues withouti, still to
decide upon the next observation to perform.

Decision horizon

Next observation Reasoning horizon

Time

time
Current

Current observation

Commitment horizon

Considered observation requests

Figure 6: The various horizons considered by the decisional
system.

This mechanism can be seen as a form of resource-
bounded and anytime reasoning system (Boddy and Dean



1994; Zilberstein 1996), which adapts itself to the available
time. If the temporal pressure is too high, its behaviour is the
one of the simple decision rule we presented above: as soon
as a candidate observation can be executed, given the tem-
poral and resource constraints, it is triggered. If the temporal
pressure is lower, an optimisation is carried out among the
currently considered observation requests. This set of con-
sidered observation requests grows with time, resulting in
a less myopic decision mechanism which allows generally
better decisions to be done. In contrast to decision mech-
anisms the duration of which is strictly limited at the de-
sign time in order to be sure to provide the supervisor with a
decision whatever the temporal pressure is, this mechanism
exploits all the reasoning opportunities. For example, the
highly variable time between the starting time of the cur-
rently performed observation and the starting time of the
first observation that can be performed next is completely
exploited to decide upon the next observation to perform.
Moreover, one can guarantee that the supervisor is provided
with a decision each time it is required, that is each time a
candidate observation can be executed, in order to trigger it
or not.

5 A dynamic programming approach
At least concerning the observation decisions, which are the
most important, such a mechanism can be implemented us-
ing a dynamic programming approach (Bellman 1957).

This approach uses the fact that the global utility of a plan
is defined as the sum of the utilities of the selected obser-
vations and the fact that all the observation requests can be
ordered according to an increasing starting time. It is based
on the recursive computing of two things, for each observa-
tion requesti, from the first to the last one, for each possible
energy levele and each possible free memory levelm:

1. the maximum global utilityU∗(i, e,m) that can be ob-
tained from the current time to the ending time ofi, by
going out ofi with an energy levele and a free memory
levelm;

2. an associated observation plan (see Figure 7).
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Figure 7: Maximum utilityU∗(i, e,m) and associated ob-
servation plan.

Equations 1 are a simplified version of the equations that
are actually used for this recursive computing. In these equa-
tions,C(i) is the set of observations that can start before

i and are compatible withi, u(i) is the utility of i, and
m(i) ande(i) are the amount of energy and memory that are
consumed byi. Actual equations take into account energy
production during day or night windows, permanent energy
consumption, data downloading windows, and data down-
loading energy consumption and memory production. See
Figure 8 for an example of observation plan, taking into ac-
count all these features.

U∗(i,m, e) = maxj∈C(i) (1)

[u(i) + U∗(j, e+ e(i),m+m(i)]
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Figure 8: Example of plan with energy and free memory
levels as functions of time.

Note that the complexity of this recursive computing is
only a quadratic function of the number of considered obser-
vation requests, that is of the length of the current reasoning
horizon, and a linear function of the number of considered
levels of energy and memory, which depends of the number
of discretisation steps used for energy and memory.

Note also an interesting feature of this computing. When
U∗(i,m, e) has been computed for an observation request
i, for all the possible levels of energy and memory, an op-
timal plan over a reasoning horizon of lengthi is available
via equations 2. The first observation of this plan can be
considered as the optimal decision by reasoning over this
horizon. In these equations,P (i) is the set of observations
that can start beforei, compatible withi or not, andEmax
andMmax are the maximum levels of energy and memory.

U∗(i) = maxj∈P (i),e≤Emax,m≤Mmax
(2)

U∗(j, e,m)

This way, a decisionj is available at each stepi of the al-
gorithm. Its quality, that is the utility of a plan of maximum
utility over the horizon of maximum length, starting withj,
is a globally increasing function ofi, although a systematic



increase is not guaranteed. In contradiction with a conven-
tional wisdom, increasing the length of the reasoning hori-
zon may indeed decrease the decision quality (Pearl 1983;
Bulitko et al. 2003; Khatibet al. 2003) (see also Figure 12).
Figure 9 shows two optimal plans, computed at two succes-
sive steps of the algorithm (i andi + 1). It shows that the
optimal decision (j′) at stepi+ 1 may be different from the
one (j) at stepi.
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Figure 9: Optimal decisions at stepi andi+ 1.

At this point, it must be emphasised that, although dy-
namic programming fits very well the specific problem we
face, it may not be always the case, for example when obser-
vation starting times are not fixed and scheduling decisions
between observations must be made. But the global any-
time approach does not depend on the use of dynamic pro-
gramming. Any search algorithm, as, for example, tree or
local search, which is able to build a good quality plan over
a given horizon, can be used instead of dynamic program-
ming. But the quicker algorithm, the higher plan quality,
and the larger amount of information reused when searching
for a plan over a larger horizon, the better global result.

6 A decisional system
6.1 A global architecture

As usually (Alamiet al. 1998; Muscettolaet al. 1998), the
whole decisional system involves three main components
(see Figure 10):

1. a supervisor, which is the core of the decisional system in
charge of receiving observation requests either from the
detection instrument, or from ground mission centres, ex-
ecution reports from the executive, and decisions from the
planning module, in charge also of activating the planning
module, as well as observations and data downloadings
via the executive;

2. a planning module, which may be activated and inter-
rupted at any moment by the supervisor and provides it
with observation decisions each time an observation may
be executed;

3. an executive which serves as an interface between the su-
pervisor and the physical system.
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Figure 10: Global architecture of the decisional system.

6.2 A reactive supervision loop
The supervisor takes the form of an infinite loop, the length
of which has been arbitrarily set to one second. During each
loop, that is in less than one second, the supervisor:

• handles all the events that occurred during the previous
loop: information about unexpected states of the satellite,
execution reports, new observation requests;

• updates accordingly its internal data structures;

• extracts from the current set of observation requests the
subsetT of the ones that can be triggered during this loop;

• if T 6= ∅,
– then extracts the first observationj of the plan currently

provided by the planning module; ifj 6= ∅
∗ then if j ∈ T , then triggersj, else does nothing (case

of a non empty plan);
∗ else uses a basic decision rule to decide upon the ob-

servationi ∈ T to trigger (case of an empty plan);
– else does nothing (nothing to do);

• restarts the planning module in case of unexpected change
in the current state of the satellite or in the set of current
observation requests.

7 Simulations
7.1 Experimental objectives
The experiments we built and carried out aimed at:

• analysing the behaviour of the dynamic programming
planning mechanism in terms of computing time, used
memory, and decision quality;

• studying the influence of the energy and memory discreti-
sation step number, and of the reasoning horizon length
on this behaviour;



• comparing the results that can be obtained by such an
anytime optimisation mechanism with the ones that are
obtained by using simple decision rules, like the two fol-
lowing ones:

– each time an observation can be triggered, trigger it
(rule 1);

– each time an observation can be triggered, trigger it if
it is not in conflict with a future observation of higher
utility (rule 2).

7.2 Experimental scenarios

For the moment, experiments have been carried out only on
one randomly generated, but highly loaded, scenario (many
observation requests, not uniformly distributed along time)
in order to assess the optimisation mechanism in a stressing
setting. The main features of this scenario are the following
ones:

• it covers one satellite revolution, that is6000 seconds;

• at time 0, the satellite is provided with200 randomly
generated observation requests:100 of them with a uni-
form probability distribution of the observation starting
times over the whole revolution, and the other100 with a
Gaussian distribution of these observation starting times
around time100;

• moreover, the satellite is progressively provided with50
randomly generated observation requests, with a Gaussian
distribution of the request arrival times around time4000
and a uniform probability distribution of the observation
starting times between the request arrival time and time
6000;

• observation utilities are generated with a uniform proba-
bility distribution among the multiples of10 between10
and100;

• all the observation requests (250) are generated with a
uniform probability distribution of the lateral positions
with regard to the satellite track over the whole detection
instrument swath, leading to a possible mirror orientation
between−55◦ and+55◦; the mirror takes11.5 seconds
to go between these two extreme positions (9.6◦/sec);

• each observation is176 km large and long, and thus takes
26 seconds; each observation mode (1 or 2 per observa-
tion) consumes1/600 of the maximum energy level and
1/1000 of the maximum memory level; its downloading
takes11 seconds and consumes1/2000 of the maximum
energy level;

• at time0, memory is free, but only17% of the maximum
energy level is available;

• a 4000 second day window begins at time1000 and two
360 second data downloading windows begin at time119
and3473;

• during day windows, the solar panels are powerful enough
to cover the maximum satellite energy consumptions.

7.3 Experimental results and analysis
Artificial offline setting We first considered an artificial
offline setting where planning should be achieved only once
before the beginning of the satellite revolution and for the
whole revolution. Our objective was mainly to assess how
the CPU-time and the used memory evolve as functions of
the lengthi of the reasoning horizon, that is the number of
considered observation requests.

Figure 11 shows the results that have been obtained with
100 discretisation steps for energy and memory. It shows
that CPU-time goes from 0 second fori = 1 to more than
400 seconds fori = 200 and that used memory lies between
9 and24 Mbytes. An interesting piece of information is that
1 second of reasoning allows us to look until25 requests
ahead,10 seconds until80 requests, and1 minute until more
than130 requests.

With regard to the decision quality which can be mea-
sured as the difference between the maximum utility that
can be obtained over the whole 6000 second horizon and the
maximum utility that can be obtained over the same horizon
by starting with the first observation of the optimal plan as-
sociated with a reasoning horizon of lengthi, it is, at least
on this scenario and in such offline setting, always equal to
0: whateveri is, the same observation is selected to be trig-
gered first and it is optimal. But we will see that that this
is not always the case, particularly in an online setting (see
next subsection).
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Figure 11: CPU-time and memory as functions of the length
of the reasoning horizon.

Artificial online setting Then, we considered an artificial
online setting where the arrival of new observation requests
forces planning to be done again often during the satellite



revolution, but where there is no temporal pressure on the
planning reasoning. Reasoning takes its time to go as far as
it wants.

Figure 12 shows four graphs, one for each of the follow-
ing number of discretisation steps for energy and memory:
10, 50, 100, and1000. Each graph shows how the global
utility over the whole revolution evolves as a function of the
length of the reasoning horizon.

This figure shows first that this utility is not mandatorily
an increasing function of the length of the reasoning horizon,
although reasoning on large horizons is generally better than
reasoning on very short ones. For example, for10 discreti-
sation steps, it is more profitable to reason on an horizon of
length4 than on an horizon of length40. This phenomenon
may be the result of the arrival of new observation requests
for which no prior knowledge is available and which may
lower abruptly the utility of previous decisions that resulted
from long-term optimisations. Note that this undesirable
phenomenon tends to decrease by using a sufficiently large
number of discretisation steps (100 or 1000).

This figure shows also that increasing the number of dis-
cretisation steps behind1000 may not be very profitable in
terms of global utility, above all if we remember that this in-
creases unavoidably CPU-time and memory consumptions.
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Figure 12: Global utility as a function of the length of the
reasoning horizon and of the number of discretisation steps
used for energy and memory.

Realistic online setting Finally, we considered a more re-
alistic online setting where, as previously, the arrival of new
observation requests forces planning to be done again often
during the satellite revolution and where reasoning is tem-
porally limited by observation triggering deadlines.

Table 13 shows the global utility that results from two
classes of decision methods:

1. the ones that usedecision rulessuch as Rules1 and 2
described above:DR1 andDR2;

2. the ones that use theanytime dynamic programmingap-
proach described above:DPnds/cp, wherends is the
number of discretisation steps used for energy and mem-
ory, andcp is the ratio between the power of the computer
used for simulations (a SUN station SPARC 5, with 333
Mhz and 256 Mbytes of RAM) and the power of the com-
puter that could be used onboard each satellite. Fornds,
we used the same values as previously:10, 50, 100, and
1000. With nds set to1000, we used the following values
for cp: 1, 5, 10, and100 (for example,cp = 100 means
that the onboard computer is100 times less efficient than
the one we used for simulations). Note that, for all these
variants ofDP , the decision ruleDR2 has been chosen
to be the default behaviour of the supervisor when a deci-
sion must be made to trigger or not an observation and no
plan is available.

Method DR1 DR2

Utility 4860 5510

Method DP10/1 DP50/1 DP100/1 DP1000/1

Utility 4870 5340 5530 5620

Method DP1000/100 DP1000/10 DP1000/5 DP1000/1

Utility 5540 5520 5560 5620

Figure 13: Global utility obtained in a realistic online setting
by methods based on decision rules or anytime dynamic pro-
gramming.

Note that such global utilities result from the achievement
of about75 observation requests over the whole revolution.

These results show first that, although the performance
of DR1 is somewhat weak, the one ofDR2 is surprisingly
good in spite of the simplicity of this rule. Then, they con-
firm that the number of discretisation steps used for energy
and memory has a significant impact on the resulting util-
ity: the best results are obtained with1000 discretisation
steps. Finally, they show that the computing power has a
surprisingly weak impact on the resulting utility: whatever
the computing power is, results remain better than the ones
ofDR2, the decision rule used by the supervisor as a default
behaviour in case of absence of plan.

Although further experiments with other kinds of scenar-
ios are necessary, these results suggest that:

• studying decision rules that would be a bit more sophisti-
cated thanDR2 might be profitable;

• working on more accurate physical models of the satel-
lite and of the observation and data downloading activi-
ties might be more immediately profitable than working
on more efficient algorithmic versions of the anytime dy-
namic programming approach.



8 Present and future work

But important pieces of work remain to be done if we want to
design and to evaluate a management system for each satel-
lite and for the whole constellation.

8.1 Data downloading management

First, for the moment, the planning module optimises only
the observation decisions. Data downloading decisions are
managed using a simple decision rule: a static order decides
upon the ground mission centre to which data are down-
loaded in case of conflict between mission centres, and data
are downloaded to a given mission centre in the order of the
associated observations (FIFO decision rule).

It would interesting to extend optimisation to the data
downloading decisions. For that, the utility of a given ob-
servation can no longer be associated with the observation
achievement, but with the data downloading achievement. It
is more precisely a decreasing function of the delivery time.
Such an unusual optimisation criterion and the free decision
upon the order two observation data are downloaded both re-
sult in a data downloading management which is more com-
plicated that the observation management.

In such a setting, the way data downloading will be opti-
mised and observation and data downloading optimisations
will be combined within a global anytime approach remains
to be decided.

Note also the ability to replace data associated with a low
utility observation by data associated with a higher utility
one in case of a full mass memory, as suggested in (Khatib
et al. 2003).

8.2 Uncertainty management

For the moment, we consider that all the decided activities
have a deterministic behaviour: each of them succeeds, takes
a known time, and consumes a known amount of energy and
memory. Execution results that differ from what was ex-
pected are only managed in a reactive way, the same way as
new observation requests are.

But, for example, the amount of memory that is consumed
by an observation after data compression is not known pre-
cisely in advance. Lower and upper bounds can be provided,
but the precise amount depends on the observation.

In such a setting, there is certainly a tradeoff to tune be-
tween optimality (optimistic decisions) and robustness (pes-
simistic decisions).

8.3 Change management

Always for the moment, all the results of the optimisation
of the planning module are lost in case of any change in the
current state of the satellite or in the current set of observa-
tion requests. The whole reasoning must restart from scratch
with a reasoning horizon of length 1.

Such a situation could be improved by designing incre-
mental mechanisms which would be able to reuse as many
as possible of the previous results.

8.4 Inter-satellite cooperation

Letting the most important point for the end, we only consid-
ered for the moment the autonomous management of each
isolated satellite.

But, Earth watching needs the cooperative work of the
whole constellation. It is thus necessary to study how the
satellites will be able to cooperate with each other in order
to satisfy as best as possible the global mission. It may be
for example useless that many satellites perform the same
observation each one after the other, especially if this leads
all of them to leave out other important observations. One
way or another, observations must be as evenly as possible
distributed among satellites.

The difficulty is to get this result with distributed au-
tonomous management systems and without permanent
communications between satellites and ground mission cen-
tres. We plan to study how each satellite could use any piece
of knowledge about the behaviour of the other satellites to
make autonomously the best decisions: for example static
knowledge about the track of the other satellites, or dynamic
knowledge they could be provided with by ground mission
centres during the visibility windows about the current set
of observation requests and the current observation plans of
the other satellites, and about the observations they already
performed and delivered.

9 Acknowledgements
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