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Abstract

The definition and the conception of Earth obséovat
satellite systems were essentially guided for @ lbme by
the search for the biggest precision of the "im&gtsat
means their resolution or their localization. Evinit
remains true even today, it is a constituent whiakes
henceforth more and more importance: the system
reactivity. We mean by system reactivity the catyatd
give to the user the freshest possible datum (niiaition of
acquisition delay) in the shortest possible time
(minimization of the age of the information). It @e of
major requirements which chaired over the develagme
both of the chronology system but also in the pragning
function of the new Pleiades system successoreoS#OT
system. This article begins with explaining andspreing
the elements which contribute to the reactivityaof Earth
observation system. It will describe then the addpt
solutions, in the programming function of the Ries
system, to meet the needs at best system reaciivity
particular as regards the acquisition delay of ithages
while keeping a system with a large capacity, tiaans
which is designed to acquire a significant numidémages.
We shall approach successively the Synchronous
Programming, the Very Urgent Programming and tdsfin
the Direct Tasking Programming.

1.Introduction

We have moved, in some years, in the era of infaona
which means everybody can reach, in a relativelyy ea
way, the knowledge of what happens everywhere witho

the globe in a faster and faster way. And the deman

doesn't stop increasing.

The systems of observation of the Earth by satetl
not break the rule. Not only, we ask them for a enand
more precise information, in term of resolution or
localization, but we ask them henceforth to be st
reactive possible, that is to reduce, at most, delay
between the image request expressed to the sysignha
availability of this image.

It is with this double objective that was conceivbe
new Earth observation Pleiades system, successtreof
SPOT system.

The reactivity depends, mostly, on the way the
programming of the satellites of the system isizedl
When we speak here about programming, we evoke the
ground function allowing elaborating the satelliéssion
Plans from the requests expressed by the users and
including, for a given period of time, the sequenad
acquisition of the corresponding images and their
downloading on the image receiving stations ofdystem
distributed on the surface of the Earth. These idliss
Plans are sent to satellites by uploading througbktavork
of Command/Control stations distributed too ondbgace
of the Earth.

After having defined in detail which are the vasou
contributors of the reactivity of such a systenis trticle
will describe the way the objective of better reatt was
treated in the Pleiades programming function irtipalar
the constraints which were led by the consideratiosuch
a requirement. We shall approach successively the
Synchronous Programming, the Very Urgent Progrargmin
and finally the Direct Tasking Programming.

2.The Reactivity

The reactivity of a system is measured by estingatire
duration which separates the date of filing ther usguest
and the date of availability of the product, detect by the
system and corresponding to this request.
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The drawing given above details the various dunatio
which contribute in this performance. The reacfivit
decomposes at first into two durations which are:

The acquisition delay: this characterizes the domat
between the deposit of the request and the adguisif

the corresponding image by the satellite sensor,

The age of the information: this characterizes the
duration between the acquisition of the image dred t
provision of the corresponding product to the eseru

We are going to try now to decompose these two main
durations in elementary durations by describinchet@moe

the elements which contribute to these durations.

2.1 TheAcquisition delay

211 TheProgramming Delay

The first duration which contributes to the acdiosi
delay is the duration of consideration or integnatof the
programming request expressed by user, in the next
Mission Plan.

To do that, several operations are necessary.

Thefirst operation consists in analyzing the feasibility
of the request by the system. According to the zohe
geographical interest of the request, it is a qoest first
of cutting it geographically in compatible units tfe
instrumental swath of the satellite sensor, thervdrfy
that it exists for every programming unit, at leastorbit,
and a satellite, from which the acquisition is flogs
According to the constraints of realization of tteguest,
he can also be necessary to verify that the ciriemat
capacities of the satellites of the system allove th
realization of the request. This treatment allowtha end
to know in particular, which will be the next opparity
offered by the system to realize the request.

This operation ends in the recording of the usquest
in the system and in its programming database. k&l s
note here that the performances of the tools teszto the
system and to analyse the requests are a firstilootar in
the system reactivity.

We can already see that the system reactivityrgela
conditioned by the capacity of this one to reacbhsar
such geographical zone of the Earth and with which
frequency. Indeed, we saw that the request analysis
consisted in knowing the next opportunity of acoegshe
request. This one depends obviously on what wethell
system revisit capacity. Typically, for a systemPésiades
for example which acquires images in the field loé t
visible optics, the images are systematically asglin the
same conditions of solar illumination what is sigpl
resumed by the fact that a zone on the ground @&n b
acquired at best only once a day and at a spdwific. The
result is: if the user is interested in the acdjigisiof a zone
on the ground which has just been flown over by one

several satellites, he will anyway have to wait thoe next
day before obtaining an image of this zone.

The second operation consists in generating or in
calculating the Mission Plan of the satellite whighl be
in charge to acquire one or several images whidhaldw
answering to the user request then to download them
one of the system image receiving stations.

We are going to look here at "how" we realize this
operation. We shall be interested in "when" in the
following chapters as we shall evoke the variousspie
programming on Pleiades. It is necessary to spdufge
that the Pleiades programming is completely madthén
ground segment. Satellites have no decision-makavger
and execute what the ground segment asks themke. ma

In term of duration, we can easily imagine that the
programming delay, that is realization of a MissBlan
will been directly bound and proportional on thenperal
horizon on which we make the Mission Plan. On Rles
the typical horizon on which we work is 24 hours.

To make a satellite Mission Plan, it is necessary t
collect at first all the requests which are goirg ke
candidate in the programming. We speak here almmgus
or about inventory. This first stage will be alettonger to
lead that the programming horizon will be long &nak the
databases of programming will be loaded with.
Furthermore, in a shared system as Pleiades, vegoles
several contributing countries, the programmingnbgei
made in a centralized way, is added to the cengratidn,
the transmission duration from the user centresitdsithe
programming centre through ground networks.

Once the data are available in the programmingreent
the satellite Mission Plan is generated. It cossist
choosing the best sequence of images acquisitiand (
their downloading) according to a criterion of optzation
which takes into account in particular the relative
importance of every request, by implementing, if
necessary, resource sharing protocols betweendtieus
user entities and by respecting certain number
constraints of satellites using as, for exampleeirth
cinematic agility, their capacity to store in massmory
the acquired images, the downloading flow of theges
towards the image receiving stations, thermal caigs,
electric power constraints, limitations in duratiohuse of
the sensors, etc. We speak here about Mission Plan
elaborated on a horizon of 24 hours and to explioihost
the acquisition capacities of satellites, that dastaining
some hundreds of acquisitions.

It is easy to imagine that the optimization of asbion
Plan is time consuming and it's the case all theentioat
the volume of input data is important. For exampgte,
Pleiades, to make a Mission Plan containing atehe,
around 500 acquisitions, we have around ten timeseem
candidates in input. This operation is thus an irgd
contributor of the programming delay and it is ofte

of



necessary to find the right compromise betweenpaimal
Mission Plan and a quickly elaborated Mission Plan.

212 TheUploading Delay

The second duration which contributes to the adtijuis
delay is the uploading delay. It represents theatitum
between the moment when the Mission Plan is availizb
the ground segment and the moment when it is dlaila
aboard the satellite ready to be executed by thyhtfl
software.

This delay is almost completely bound at the moment
during which the satellite is in visibilty of a
Command/Control station either directly, or possiia a
relay satellite (we can neglect here time of grotradsfer
between the programming centre and the stationsihé
case of Pleiades, there is no relay satellite. Thus the
network of the Command/Control stations which
conditions this delay. We shall notice that it isedlement
on which it is not always easy to act. Generalle t
stations network is an existing input and is mofeero
treated as a constraint than as a parameter ahiagtion
when we try to improve the reactivity of a system.

213 The Waiting Delay before starting Mission
Plan on board

The third duration which contributes to the acdiosi

delay is the waiting delay before starting MissRlan on

board. It represents the duration between the mbwiean

the Mission Plan is available on board and the nmdme

when it can be effectively activated on board.

At first sight, we could think that this durationudd be
null easily or at least unimportant. In fact, itnist the case
because it depends in particular on where the
Command/Control stations are localized towards the
moments when it is possible to modify the prograngni
on board. Indeed, it is not always possible to Hyodi
immediately the programming (at least, it is diile case
on Pleiades). It is necessary, to do that, to gueeathe
integrity of the satellite, to make it when theedlite is said
in "rest state”, that is: it has no mission acgiviAnd it is
generally possible only on portions of orbit wheither no
acquisition is made, or no downloading or eventuatd
movements asked by the ground segment.

This element often leads, in the idea to make #esys
reactive, to impose a priori moments in the day mwtte
satellite will be in rest state which will be somygpossible
resumption points for a fast update of the programnon
board.

2.1.4  TheAccess Delay to the acquisition zone

The last duration which contributes to the acqgiaisitielay
is the access delay to the acquisition zone. hesamts the
duration between the beginning of the Mission Pten
board and the flying by the satellite over the zareere
images have to be acquired.

Obviously, this delay can be long all the more las t
horizon on which is established the Mission Plaii ke
long (if the zone to be acquired is at the encheftiorizon
for example) or more exactly than the frequencieokewal
the Mission Plan on board will be low.

To improve this point and reduce this durationjsit
necessary to adapt the renewal frequency of thesibfis
Plan on board and consequently the frequency of the
contacts with the satellite.

2.2 TheAgeof thelnformation

Once image acquired, it is henceforth a question of
delivering it to the user in a fastest way so ttEs
information is the freshest possible when it wile b
exploited.

2.2.1 Downloading Waiting Delay

The first delay which contributes to the age of the
information is the downloading waiting delay. Ipresents
the duration between the acquisition and the momwwbien
the corresponding image can be downloaded on thgem
receiving station required by the user.

This delay depends naturally on the image receiving
station network defined for the system even if wagine
that if the user specifies a station in particidarthat his
image is downloaded, it will have no other choibart to
wait that the satellite flies over the station t@ka the
downloading.

Indeed, to improve this delay and finally make baha
station which will receive the image, we can leéso an
networks ground to forward the image to the prdoegss
centre which in fine will produce the image. So the
transport vector of the image towards the user moll be
any more the satellite itself but the network grbuoy
making the hypothesis that this one will have avflmeing
enough for conveying the image in a speed supéaor
what than can make the satellite. A positive aspéthis
solution of transfer by the ground lies in the fdwit she
allows to limit the size of the on board mass memmrt
also flows of downloading of the telemetry becatise
images are quickly downloaded on local stations so
avoiding having to store them and to transport thgnto a
central station which would represent then a bo¢tdé for
the reception of the images.

The reduction of this delay thus crosses by the
optimization of the system architecture with a good
distribution of the image receiving stations netkvor
combined with a robust transmission ground network.

2.2.2 TheUnspatializing Delay

The second delay which contributes to the age ef th
information is the unspatializing delay that is trecessary
time to decode the image telemetry and to get lwandk
the useful part by having deleting all the inforinatused



for its transfer from the satellite towards the gma at this hour. Now, if the same user wishes to m@ogr

receiving station. images of Italy only during earthquakes, accordimghe
The reduction of this delay rests essentially angpeed frequency with which satellites are programmed, his

of these treatments. We are here in the field & th acquisition delay will be more or less long. Ifedites are

optimization of treatment software. programmed once a day, in the evening for exangsléhke

223 TheProduction Delay next day, and if the earthquake occurs in the reiddithe

This last contributor at the age of the information Night, it will be impossible to him to program inesgfor

represents the duration of production of the fimahge
intended for the user.

Here still, as for the unspatializing delay, thduetion
of this delay rests on the speed of treatments.

3.The Pleiades Programming

The first part of this article allowed to presemtdato
explain in detail all the elements or the factorkich
contribute to the system reactivity, in this secqadt we
are going to show how the Pleiades system trietbfime a
programming function aiming to have the best pdesib
reactivity while keeping the biggest image acqidgnit
capacity. In these conditions, we shall see thiatribtion
of reactivity will be estimated in an average waynot
according to the type of envisaged programming.

We shall note that in the case of the Pleiadessysit

the following morning. He will have to wait moreath 24

hours to obtain his first image. If, on the congraratellites
are programmed several times by days, it incredises
chances to be able to acquire the images more lguackl

at the end to be more reactive.
It is the choice which was made on Pleiades. While

SPOT satellites are programmed once a day, Pleiades
satellites (there are two satellites in the Plesade
constellation) are programmed three times a dayat Th
means that the Mission Plan of each satellite isaab out
again in the ground segment and renewed on board so
much time.
311 ThreeTimesaDay
Why three times a day and not four or five or esane by
orbit, that means fourteen or fifteen times a day?

This result arises from a compromise between theche
for a good average reactivity on the main zoneistefest

is an operational system, by opposition to a system Of the system users, from constraints linked to the

demonstrator, who aims at serving significant nunfe
users or costumers with an almost permanent catytiofi
service. It leads to strong constraints on the manogning
function so that satellites have permanently thestmo
complete possible Mission Plan.

We describe after three different ways to program
Pleiades satellites by explaining, each time, tatwdxtent
this programming allows to improve the system rigégt
essentially from the point of view of the acqusitidelay.

3.1 The Synchronous Programming

We speak about Synchronous Programming, by oppbsiti
to an Asynchronous Programming, when this last isne
governed by a chronology fixed a priori and doe$ no
depend on outer events which can activate it.

In an operational system, it is this type of prognang
that it has to be privileging to facilitate the amgation
and the progress of the operations led in the gtoun
segment by the persons asked to realize or to orothiis
programming.

Thus, to improve the reactivity consists in redgcthe
acquisition delay. Satellites flying over the sapmme at
best once a day, we improve this delay by makingemo
frequent the programming.

Indeed, let us imagine that a user, whose fundsaio
monitor the natural risks, is interested in a s&srone,
located for example in Italy. Satellites being eeta local
time of observation of 10:30 am, Italy is dailywlo over

Command/Control stations network allowing reaching
satellites for the uploading and the renewal ofNfission
Plans and the feasibility of the operations in ¢iieund
segment.

e i

e
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e

The map above shows, for a given day, tracks on the

ground of the orbits for a Pleiades satellite (fog part of

the orbits when image acquisitions are possibld)ilé\the
satellite circulates on its polar orbit, the Eatftiins, so
allowing reaching all the emerging lands. Orbite ar
described east westward. The changes of colourlbfso
indicate the moments when the Mission Plan is wabdxat
again and reloaded on board.



We shall call, afterward, Programming Period, the defined as a state when the satellite "makes ngththat

duration which separates every moment of reloadireg
Mission Plan on board.

Thus, we notice that the reprogramming is made just

before flying over three main zones of interesthaf users
that are Asia, Europe and Africa then finally Ances.
Every continent is entered with a programming ugddty
the last user requests deposited into the systénis |
nevertheless necessary to understand that itgs ffown
over zones which will benefit from the best reatyiv
while zones most on the West will have to wait foe
passage of the satellite to be acquired, so inicrgabe

means it does not acquire images, it does not dmanl
images and it is in an attitude of waiting for pramming.

The satellite being in waiting for programming, timese

moments of transition, it is possible to upload ewn
Mission Plan and so to update its programming.

We shall note that it is necessary to choose jadsty
the moments when we decide to update the progragimin
on board. Indeed, to ask the satellite to be iash state is
not without impact on its nearby activity. It neezkstain
time to reach this state (due to movements inudtitto
join a canonical position or still in procedures &opping

acquisition delay. its instruments) and it also needs certain timeaetstart
If the choice of the frequency has been three from a rest state to become again operationaliffogrse
programming a day, the reasons are multiple: reasons). For the nominal Pleiades chronology, tfoy
+ The performance of acquisition delay on the zorfes o dates of programming renewal, we chose the passage
interest, of the order of 8 hours on average hanbe the equator by night (no imaging, no downloading) éor
judged sufficient, the third; we chose the flying over the North Atlan
» The Command/Control station network, constituteg) b before entering the American south continent wheven

the stations of Toulouse (France), Kiruna (Swede) there, we don't make either imaging or downloading.
Kerguélen (France) did not easily allow to incretise 313 A Sliding Programming Horizon

frequen(_:y, d_ue to the fa<_:t that he di(_:i not offea_aoess As Pleiades is an operational system, it is impdrthat

to satellites in every orbit, and that it was ndended, . ’

for economic reasons, to complete it with othetiats, satellites are permanently (or as often as po3sibidied
» As, it would have been easy to win on the access #t by a cu_rrent Mission Plan. By renewing the prograngm

the zone, as it was more difficult to win over the three times a day, and consequently by uploading th

programming delay, the order of height of which is programming towards satellites with the same fraque

rather close to the orbit duration. Indeed, to efate a ~ We increase the risks of "missing” an uploading hadng

Mission Plan on a horizon of 24 hours for a satelli  a satellite which has "nothing to do".

possessing the capacity to acquire several hundreds Furthermore, this risk is increased by the fact beng

images over this period takes time (around 40 resjut  in search for the best reactivity, we upload thessitin

Plan at the latest, that is on the last visibisitgtion which

because we try to obtain the most complete posatitde
the most optimal possible Mission Plan. Add tohiet  precedes the starting up of the Mission Plan onchda/e
interest to realize, in a coordinated way, the MISs o4 4 without the capacity to reload the MissioanPin

Plans of both satellites at the same time, to ivgsill case of failure.

a litle more the use of the satellite resource. To enhance the reliability to have, at any tim&jission
312  Aflexible Chronology Plan aboard satellites, the programming is realitede
If the current choice is a programming reneweddlimaes times a day on a sliding horizon. This horizondsnmally
a day, the system is not frozen. fixed to a nearby duration of 24 hours. In evergesahe

Indeed, to be able to modify this chronology durthg beginning of the horizon is synchronized on theitgigg

of the next Programming Period to program and tite &

operational life of the system, this one was defitireough
a parameter setting which allows defining the daies  the horizon is synchronized at the end of the third

programming renewal. We can move thus easily the Programming Period.

moments when the programming is renewed but also A Mission Plan is thus worked out on a horizon wahic
numbers of wished renewals. It is, so, very easgviibch duration is three consecutive Programming Peridde:
from a chronology with three programming a day, first Programming Period is said nominal and twheos
synchronized with the flying over the main contitsgrio a are said backup. So, every satellite has autonofrB4o
chronology with four or five programming a day hoyrs programming. If we miss the uploading whiess to
synchronized with different zones of interest althio the replace the Mission Plan on board from the firstko@
Command/Control stations network offers a reasanabl Programming Period, it is this one which will becented
waiting delay before starting Mission Plan on board while waiting for the next uploading. At the endew

This flexibility is allowed, in particular, becausenen compensate for the not redundancy of the uploadiegns
programming, the satellite Mission Plan will impose it by Mission Plans elaborated on a sliding horizon.
to be in a "rest state" at the moments defined ther

renewal of the programming on board. A rest state i



314 What effects on programming constraints
management?
We are going to describe in this chapter, whiclkeaf can
have such a frequency of programming on the managem
of the programming constraints.
Indeed, an Earth observation system as Pleiades has
double periodic functioning:
» The first periodicity is relative to the day. Atetlend of
the day, satellites fly over again the same zones,
» The second evident periodicity is relative to theadion
of an orbit.
As soon as the generation of a Mission Plan hat&oe
a period in two, an orbit or a day, it raises peof of
continuity which are exposed below.
To illustrate this subject, we shall set for evesgriod,
an example of constraint which it was necessary to
manage.

Resour ce Sharing

The first difficulty concerns the management of the
resource sharing between the different user emtdfethe
system. This sharing was the object of an initggeament
which stipulates that every entity has a daily righ use
which is defined in number of images. The sharing
protocols, which are integrated into the prograngmin
function, are in charge of assuring the respect tfis
agreement. But in the case of a programming wilding
horizon, how to respect this notion of daily rights

The solution consisted in defining the notion of
Reference Period. It allows to specify the horipanwhich
will be managed and checked the respect for theérgha
agreements. This, being expressed in number ofémag
day, the duration of one Reference Period thusesponds
approximately at 24 hours. The way to synchrontzs t
Reference Period with regard to the chronology ieeth
to be defined, that means: when begins and whéshéa

Thus, between two consecutive programming, it is
necessary to manage a state of daily rights consomp
follow up. The problem still complicates a littlese it is
required to set up a regulation of daily rightsnira
Reference Period to next one.

Thelimitation of theimaging instrument duration on

an orbit

We saw, before, that we had defined for Pleiades; t
Programming Periods by trying to place the traosgi
between these periods during moments when theitatel
has "nothing to do". In two cases, this transitieas placed
as the satellite crosses the equator on the rigmgof its
orbit (Ascending Knot) and the third transitionlécated
over the North Atlantic.

Now, it turns out that a lot of constraints of udfethe
satellite are expressed on duration of an orbis. the case,
for example, for the maximum duration of use of ging
instrument. This constraint is bound, in particular the
thermal of instruments.

The change of orbit being made, by definition, tze t
Ascending Knot, it is necessary to define, for tiyise of
constraint, and in the case of a Programming Period
transition during an orbit, an a priori distributi@f this
constraint on both parts of the orbit. Then, whenshall
chain two consecutive programming, it will be neszey to
assure that we use well in entrance of the second
activation, the result of the previous activatiorgtiarantee
the respect for the constraint on the whole orbit.

3.2 TheVery Urgent Programming

The previous chapter showed that Pleiades Synchsono
Programming allows guaranteeing a good average
reactivity for all the users programming requestsis

however possible to make much better in exceptional
cases. For that purpose, we use the Very Urgent

one Reference Period. We have chosen to adopt aprogramming which allows, for a particular request,

definition close to the day definition. A Referereeriod

begins with the Programming Period which contaissaA

(which the beginning time is close to 0:00 GMT) and

finishes with the Programming Period which contaims

American continent (and which thus finishes aro@4d0

GMT).

When we work out a Mission Plan on a horizon of 24
hours for example, two cases can appear:

 Either this horizon is synchronized with one Refiee
Period and in that case, it is enough to applydhiéy
rights,

* Or this horizon is shifted and is between two Rafee
Periods. In this case, the programming has to iatice
account, for the first Reference Period, with ineéns
to consume with regard to the daily rights and, tfar
second Reference Period, it has to work on a puexjec
part of the daily rights to avoid to consume alé th
rights.

having priority on all the others, to interrupt the

Synchronous Programming momentarily to realizeain

asynchronous way, a new Mission Plan which will be

uploaded, as quickly as possible, to the satdthiteeplace
the current Mission Plan. This new Mission Planl wil
contain, at least, the acquisition and the "as sasen
possible” downloading of this very priority request

We indeed understand that this possibility gasetaised
parsimoniously for several reasons:

* It implies an intervention of the operators in tireund
segment while the Synchronous Programming can, most
of time be made in a automatic way,

e It "breaks" the Synchronous Programming and thus
harms in the efficiency of the system by forbiddfoga
moment quite other programming,

» An the end, it is not certain that to insert a Vengent
Programming between two Synchronous Programming



will improve significantly the reactivity since
Synchronous Programming is already itself enough
frequent.

3.2.1 Find the Programming Resumption Point

When we decide to realize a Very Urgent Programming
the first thing to be made is to determine the mgsion
point from which we are going to elaborate the new
Mission Point and additionally the horizon on whitths
new Mission Plan will be worked out.

We have seen that in conformance with the Synchusno
Programming, we placed programming resumption point
(that is a satellite rest state) at each Programriieriod
transition. It is a minimum. In fact, in supplemeaftthese
mandatory resumption points, we add systematically
each Mission Plan at least a resumption point Iyt doy
placing it, if possible, at the change of orbittfa¢ passage
at the Ascending Knot). It allows, in particularp t
guarantee that we shall know how to, at least, wethe
programming at every orbit if necessary. To finishe
satellite activity being what it is: images are @iced only
on the emerged lands and the downloading only en th
image receiving stations, the satellite is finadbturally in
a rest state often the day and thus there is af lohat we
can call fortuitous resumption points.

Once the urgent programming request identifiedtby i
zone and the hour at which it will be possible lfodver
this zone at the earliest, it is a question of gdiack in
time and finding the first resumption point from ialtin we
can renew the programming on board. Then, knowhig t
resumption point, it is necessary to determine the
Command/Control station which will allow uploaditige
new Mission Plan what will give the date for whichijs
Mission Plan will have to be made at the latestaHy, it
is necessary to compare this date with the cudatd and
to see if it still has time to realize the Missidtian
considering the necessary durations for its retidiaa

3.22 RealizetheMission Plan

For the realization of the Very Urgent Mission Rlan

considering that it must be made with a limitedadian, it

was necessary to set up a specific programmingdbase
an iterative process.

The Mission Plan realized in the Synchronous
Programming is built in several steps. We haversit four
main steps which are linked in sequence:

» We realize the Image Acquisition Plan,

e Once this sequence known, in particular from the
satellite kinematics during imaging, we completés th
kinematics with all the intermediate guidance, &wdnat
the end, the complete attitude of the satellitenduall
the duration of the Mission Plan,

* We realize then the Image Telemetry Downloading
Plan,

» And to finish, we work out the Mission Plan verifyi it
according to some final satellite constraints.

Because the satellite resource is shared betwéenedit
entities, the application of the sharing protocupiies to
build the Image Acquisition Plan in several stepach
step corresponds to a priority of access to theures:
every new step coming to enrich the Image Acquwisiti
Plan obtained in the previous step.

Knowing it, for the realization of the Very Urgent
Mission Plan, we proceed in the following way wi#t the
end of each step, the availability of a completessiin
Plan ready to be uploaded to the satellite in ypothesis
where the following step would not succeed withire t
given time:

» We realize a first Mission Plan limited, for the dge
Acquisition Plan, to the very urgent acquisitiohat the
end of this step, it still remains time,

* We realize a second Mission plan which, this tim,
contain in its Image Acquisition Plan the urgent
acquisition and all the images which had been methi
in the Synchronous Programming in conformance with
the first priority step of the Image AcquisitioraR|

* And so on until be capable of regenerating compylete
the total Image Acquisition Plan which had been enad
in the Synchronous Programming.

At the end, in the best case, we are able to updoaew
Mission Plan, enriched by the very urgent request
(eventually in place of a less priority request)the worst
case, this new Mission Plan will be limited to thery
urgent request. But in both cases, we shall hashaces in
a important way the acquisition delay of the vergemt
request.

3.3 TheDirect Tasking Programming

Previous both chapters described two different wiays

realize a new Mission Plan with the objective tokenshe

system reactive. In these two solutions, the newsidn

Plan which is uploaded, replace completely the whieh

is present on board from a resumption point andaon

variable horizon.

There is, in fact, an intermediate solution whidloves
improving locally the system reactivity without bhgi
obliged to regenerate totally the Mission Plan oyt
limiting this updating to an orbit slot. It is thBirect
Tasking Programming.

The principle is the following:

» 24 hours before the flying over a zone, we defime \we
reserve an orbit slot, which we shall call aftemvar
Direct Tasking slot, during which we wish to use th
Direct Tasking Programming,

* When we realize the Synchronous Programming on a 24
hours horizon, we take into account this reserlet so
that we make sure that we can, at the last moment,
modify, by an additional uploading, the part of the



Mission Plan located inside the slot to replacéyita /
more up to date Mission plan. To do it, the parthef
Mission Plan which is inside the slot is bounded by ;
markers: on at the beginning and one at the enthdn ik /
Synchronous Programming, inside the Direct Tasking e R
slot, we work out Mission Plan said "by default", \i\

» Just before flying over the zone correspondinghe t /

Direct Tasking slot, we realize a new Mission Plan / ,-'f""+

limited to the duration of the slot, and includeztvieeen { iz d : ':,z" 1'“.

the markers, we upload it so that it comes to pthe ' ' Y v |

already present Mission Plan on board on the horafo | . |
the Direct Tasking slot. If we do not succeed in | savi

uploading it, it is the "by default" Mission Plan l\

calculated in the Synchronous Programming which is

executed.

Said like that, it could be simple but actually,stfar End of Direct
from being the case, because the objective is table to Tasking slot
allow this Direct Tasking Programming on a slot igth
duration is lower than 10 minutes) without damagiy
unoptimizing the programming which is made on tame
orbit but outside slot and more globally on theafiby of
the Mission Plan horizon. Direct Tasking Mission Plan

We remind ourselves, in particular, that a simpégy/wo These two pivots are calculated during the Synabuen
renew the programming on board is to start from a Programming. They are then taken back in the Direc
resumption point which corresponds to a moment when  Tasking Programming to guarantee that this onénied
satellite is in a rest state. We also saw thamipose a  With Synchronous Programming in a kinematics way.

Beginning of
[hrect Tasking
slot

resumption point requires before and after thisnpa 3.3.2 Realizean Independent Programming

satellite stopping of the activities, and it takesignificant As far as the Direct Tasking Programming comesttnf
duration (several minutes). Not to damage the nearb one Synchronous Programming, it must be autonomous
programming, it was thus necessary to find an avottay and have no influence on the programming outsideskbi.

to do, in particular towards the guidance of thiel§te, to It means, in particular, that all the programminkich is
avoid it passing by a neutral canonical positiontret made in the slot must be "finished" before "going" wf
beginning and at the end of the slot, synonym faste of the slot.

time and thus of unoptimization. It is true, in particular, concerning the downlazgliof
33.1 Guaranteethe Attitude Continuity acquisitions realized in the slot. If an image ésju#red in

In the particular case of Pleiades, a very agilelliz, the slot, whether it is in conformance with Syncioos

which pointing towards zones to be acquired is made Programming in which we calculate a "by default'ssfon
thanks to the changes of attitude, to guarantee the Plan or in the Direct Tasking Programming, we canno
continuity of this attitude between the programmingde download it except the slot itself for evident rees
outside the Direct Tasking Slot and the Direct Trgk  Indeed, if in Synchronous Programming, this imagesw
Programming, while preserving the acquisition céyac downloaded outside the slot, we could not modifanty
we chose to place at the beginning and at the éntleo ~ more in the Direct Tasking Programming (delete it o
slot, particular profiles in attitude called Dire€asking move it) because it would be necessary to guaraitee
pivot. conformance with the Direct Tasking Programming to

In the following drawing, the black stripes bourftet respect its downloading which cannot be any more
Direct Tasking slot. Under each stripes, we placsoa updated.

called image acquisiton which will then allow It is the reason why, Direct Tasking slots are rkdi in
guaranteeing agile kinematics manoeuvres with the association with image receiving stations and more
previous and following image acquisition. We spabkut particularly as all or any part of a slot of satelisibility

so called image acquisition because we impose a Seen by the station to be able to download the ésag
kinematics profile which looks like an image acifios acquired in conformance with the Direct Tasking
(with a nadir pointing) but we do not realize the Programming. The images acquired locally in Direct
corresponding recording of the image, only thetuatt Tasking slot are also downloaded locally.

interests us.



In fact, we can see a Direct Tasking Slot as a \fiaya
given user having an image receiving station, semee the
satellite resource for an exclusive usage whichcae
exploit at the last moment according to his
programming request but also according to the dbmtd
forecasts he will have, so making his programmingsim
effective possible from this point of view.

3.3.3  Respect the Programming Constraints

The Direct Tasking Programming is made in two phaae

first phase which takes place during the Synchrenou

Programming and in which, we work out, inside a€ebir

Tasking slot, a "by default" Mission Plan. Then seeond

phase in which we actually work out the final M@siPlan

which will be uploaded at the last moment.

It means, among other things, that it is completely
possible to modify totally the Mission Plan of tBérect
Tasking slot between the Synchronous Programming an
the Direct Tasking Programming. It is thus necessar
guarantee whether it is possible, in particularaais the
respect for the programming constraints which are
estimated and controlled themselves either on aplaim
orbit or on a whole day as we saw it in a previchapter.

This point is treated and solved by defining and
managing constraints allocations for each DireciKirey
slot. These allocations concern notably:

» The duration of the instrument using in the slobheT
Synchronous Programming first then the Direct Tragki
programming in a second time will have to respbid t
allocation in order to guarantee that the consumnpti

last

made inside the slot added to the consumption made

outside the slot will respect the constraint of thbit.
This allocation depends on the slot duration ofrseu
but also on the slot location. In the hypothesa tvery
orbit have the same constraint, we will allocatiéedent
duration to a slot depending on if it is locatedammvery
busy orbit or not,

+ The volume to reserve in the on board mass mentory a When

the beginning of the slot in order to be able tquae,
store and download the images during the slot. lttere
this allocation must be adjusted with respect ® dlot
duration to avoid limiting this resource for images
acquired outside the slot.

can be only less energy-consuming and will not iput
danger the satellite.

3.34 Upload the Direct Tasking Mission Plan

We said previously that the Direct Tasking MissiBlan
resulting from the Direct Tasking Programming was
uploaded "at the last moment". It is effectivelg ttase. To
reduce as much as possible the acquisition delay,im
particular the waiting delay before starting Miss®lan on
board, we chose to define image receiving statiohigh
had in more the capacity of Command/Control, teahe
capacity to upload a Mission Plan.

Consequently, as soon as the satellite is in Vitsilbf
the station for which we defined a Direct Taskihgt,swe
upload the Direct Tasking Mission Plan (the operatis
rather short) and we can start it so very quickitgrathe
end of the uploading.

4.Conclusions

This article allowed describing the different sauas
developed for Pleiades system, in order to reacht wie
can be called a "good reactivity", or at least mproved
reactivity compared to SPOT system, and also tdaéxp
what were the points to be treated and solved comge
the programming and working out of the satellitessitbn
Plans.

Choices that have been done result in a trade
between reactivity and acquisition capability. Thigans
that while improving the system reactivity, we tri¢o
maintain as much as possible the ability of sasllito
acquire daily a huge number of images, considel@sg
penalizing solutions toward system performance.
Synchronous  Programming and Direct Tasking
Programming fit perfectly to this compromise. Very
Urgent Programming is to be used carefully, andyonl
Synchronous Programming fails for critical
situations, as it does not fully reach the iniGbjective.

Now, it is possible to further improve the system
reactivity, working on uploading delay, and waititigme
before start of programming on board, which arediy
linked to \visibilty of satelltes through the

off

The other aspect of this problem of management and Command/Control station network, but also workiny o

respect for the constraints concerns the constradrit
tendency which are estimated on day duration. ,ltiris
particular, the case for the respect of the stgetinergy
budget that allows guaranteeing that the satedlitehave
the sufficient electrical energy to execute theditis Plan.
For that purpose, during the Synchronous Programymin
we realize a budget using margins and extremistidons
in the sense that it is made with the hypothesisaof
maximum use of the resource in every Direct Taskilog
according to the allocations described before. 8o,
Mission Plan realized by the Direct Tasking Prograny

the age of the information, which depends on thagien
receiving stations network. No doubt that, futuystems
will focus on this improvement.



