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A b s t r a c t  

The next generation of communications satellites may 
be designed as a fast packet-switched constellation of 
spacecraft able to withstand substantial bandwidth 
capacity fluctuation ranging from unstable weather 
phenomena to intentional jamming of communication. 
We have designed and partially implemented an archi- 
tecture for managing satellite telecommunations net- - - 
work resources. Our approach supports advance reser- 
vations and dynamic requests, negotiation and fulfil- 
ment of prioritized Quality of Service (QoS) contracts, 
graceful degradation in the presence of dynamic tasks 
and environn~ental changes, and optimization of geo- 
metrically constrained resources. Our integration of 
planning arid execution to address this task uses plan- 
ning to avoid resource contentions among requested 
xtivities and to configure an independently compe- 
tent cxccut~on system. Our system tan be used in rou- 
tin? operat~ons or a? a simulation-based design tool. 

1 Introduction 
The current revolution in information t,echnology con- 
tinually produces new advances in communicat,ions ca- 
pability. In it,s vision for the future, the US De- 
partment of Defense (DoD) perceives information as 
critical t o  tactical and st,rategic decisions and sat,el- 
litt> cornmunicat,ion as an  essential operational com- 
ponent (Deptartment of Defense, Space Command 
1997). One of the critical technologies being closely 
scmt,inized is the application of Asynchronous Transfer 
Modc (ATM) tecl~nology to  satellite communicat,ions 
systems. Satellites are limited and expensive com- 
~nlmications resources, and ATM technology, through 
quality-of-service (QoS) contracts and statitistical mul- 
tiplexing; offers greater flexibility and capacity than 
existing circuit-switched systems currentsly used for 
milit,ary sat,ellites. 
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However, extending ATM t o  support military com- 
munication satellites requires innovations beyond stan- 
dard ATM networks. Unlike most quality of service 
work, the  military domain requires advance guarantees 
and hierarchical resource allocation. One of our major 
goals is t o  support these domain requirements while in- 
creasing the efficiency of resource utilization and sup- 
porting unplanned resource allocations. In addition, 
we must also support geometric constraints and opti- 
mizations resulting from satellite beam management. 

The DoD is in the process of tvaluating the design 
parameters needed for such a system using simulation 
based design. One of the  tools needed as part of this 
design analysis is a prediction arid execution compo- 
nent. For this, we are proposing the use of the Plan- 
ner/Scheduler (PS) arid Smart Executive (Exec) sub- 
systems of the Remote Agent (RA) (Bernard et  a1. 
1998; Pel1 et  al. 1998a; Muscc%tola et  a1. 1998h). The 
RA will be t2he first artificial intelligence-based auton- 
omy architecture to  reside in t h r  flight processor of a 
spacecraft (NASA's Deep Space One (DS1)). We have 
built from these components a new system, the  Remotc 
Agent for Satcllitr Tele-Communications ( R A S T ) .  

Similar t,o other high-level control architectures 
(Bonasso et  al. 1997; Wilkins ct  al. 1995; Drabhle 
et  al. 1996; Simmons 1990; Musliner et  al. 1993), 
R A S T  clearly distinguishes between a deliberative and 
a reactive layer. In the current context P S  devel- 
ops a schedule based on requested bandwidth alloca- 
tions known a priori. Planning/Scheduling is used to  
smooth out resource consumption resulting from future 
requests, to establish configurations to  enable future 
requests (like needing beam coverage to  make a subse- 
quent call request), and to  set execution priorities to  
support efficient responses to  dynamic requests, taking 
into account environmental projcxtions. Planning and 
execution must support quality of service guarantees 
in highly dynamic environment. PS  negotiates among 
request,s in advance, and Exec negotiates contracts and 
adjusts and sheds tasks based on variable priorities a t  
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1 .1  Integrated Planning and Execution 

c 1)l;itrs irs *.oorclin;itiol~ routinc's for ~nult iple agents 
(ilic.I~~(lil~p, ~ I I I I I I ~ ~ I I S ) .  

p lms ;ti programs. which are run by the ex~~cu t ive  
(c  g pl;+n11111g 111 CIRCA (hfuslirlcr et  (11. 1993) 
gclnrmtcs i t  program comprised of test-action pairs). 

0 pl;trls ;is iitlvicc.. which the execut,ive uscs in rurlriing 
is  owl^ goitls (t2.g. planner produces a navigation 
tlliip. whic.li cw-'c uses WIICII it is heading to ta.rgets). 

1.2 Organization 
111 Section 2 wt3 c t tw~ihe  the overall prol)lem in greatc'r 
r1t.t ail. Srct ion 3 tl~sc.ril)cs the RAST arcllit,ecturv. 111 
St.c.tior~ 1 the &>tails of the approaches taktm in t , l ~  
Plitrilii~~g/SclictI~~li~lg co111ponent. Section 5 covers the 
I ~ I I - ~ ~ ~ I P  t w c u t i ~ ~ ~  syst,(w. Wc explore work related to 
this 1)rojcct in Svction 6, itlld in Section 7 we consider 
t 1 1 ~  open issws and future work to which this project 
~win t s .  Finitlly. in Scc't,ion 8 draw our conclusions. 
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2 The Domain 
2.1 Motivation 

plcicwt. satclllto col~il l~~ll~lcatiolis  nc>twork p l a n ~ m g  is 
a computa t~on and l a h r  ~ n t c r ~ s ~ v e  ol t~nent  of opera- 
tion\ Tllc motlel-l~asecl planni~ig a ~ ~ ( l  execution i i g ~ n t  
could ilnprovc cfficlency and roducc, mst  and effort. 

Tliv norli tlrvrl1)etl In thii  papc,~ 15 fur t l~er  n~ot l -  



v a t d  by our iritercst in several research aspect's of this 
dornain. Issues include using planning and scheduling 
to smooth out resource consurnptiorl resulting from fii- 
turf3 requests, establishing configurations to  enable fu- 
ture recluest,s (cx.g. requiring beam coverage to  enable a 
subsequent call request), and setting execution priori- 
t,iw t,o support efficient responses to  dynamic requests, 
taking into account environmental projections. 

2.2 A Brief Background on ATM 
The donlain consists of a constellation of spacecraft) 
which act as ATM switches directing and controlling 
t,raffic flow from a number of sources t o  a number of 
d(~stinatioris (Figure 1). Traffic is based on an ATM 
model with different contract types and priorities. Con- 
tracts ensure a Qua1it)y of Service (QoS) so that guar- 
antees (,an be made a priori about specific call connec- 
tions. The user n u s t  inform the network upon connec- 
t,ion setup of both the expected nature of the traffic and 
t,he t,ype of QoS contract required. The idea is to  en- 
sure t,h;tt critical calls, that  need t o  get through under 
all circu~nst,ances, are guaranteed bandwidth capacity 
while those of lower priority - regardless of contract, 
type - or of a non-critical nature are allocat,ed band- 
width on an as available basis. Following are some 
terms f rn~n the ATM literatsure (see (Varrna 1997) for 
a concise tutorial) we will use in this paper: 

0 CBR (Constant Bit Rate): Bit rate remains constant 
over duration of connection; requires delay, jitter and 
ljandwidtli guarantees'. 

0 VBR (Variable Bit Rate): Intended for supporting 
1)ursty data and defined by peak and average rate. 

0 ABR (Available Bit Rate): Intended for data trans- 
mission which do not preserve any timing relation- 
ship between source and destination. 

In addit,ion, in this domain we also deal with call 
priorities. For instance, critical calls that need to  get 
t,hrough under all circumstances will have the highest 
priority. Such calls may be of any contract type, de- 
pending on the nature of the call (voice, video, data,  
rtr.) . Less critical calls might request an "expensive" 
contract (e.g. CBR), but also be willing to  accept a 
ltbss expensive cont,ract (e.g. ABR) if that  is the best 
contract available. 

Currently. such communication is managed by re- 
stricting the identity, time, and bandwidth allocations 

>m to  com- of people and equipment that can use syste 
nlunicat,e. Multiple high priority channels are reserved 

'We distinguish here between different peak and average 
bandwidth requirements among QoS contracts. E.g., CBR 
2 requires roughly twice as much bandwidth as CBR 1. 

just in case an important message needs to  be sent. In 
this approach not only is the complete bandwidth allo- 
cation preallocated as a "pipe" (i.e once allocated the 
resources are completely tied to  the user), but dynamic 
request allocations can only be accepted if the request 
is of a high enough priority, to  preempt an ongoing 
call when enough capacity is not available. Needless 
to  say, this is a highly suboptimal approach, especially 
in the forward tactical areas where frequently a large 
amount of bandwidth is needed on demand and where 
no accurate predictions can be made a priori. 

3 System Architecture 
The syst,em architecture  consist,^ of several modules, 
as shown in Figure 2. The architecture is based on 
the components of the Remot,e Agent architecture (Pel1 
et al. 1998a), plus several domain specific components 
(or simulators) which are used either a t  plan-time or 
run-time. In this section we discuss the various com- 
ponents of the system architecture with each module 
annotated as in Figure 2. 

3.1 Plan-Time Components 
As an operational system (see Figure 2) ,  the Plan- 
ner/Scheduler (3) t,akes input in the form of autho- 
rization requests from a Request Generator ( I )  and es- 
tirnates of t,he effect,s of envirorlniental conditions on 
bandwidth capacity fluctuatioris a t  run-time from a 
plan-time Environmental Expert (2) .  From this in- 
put, the PS  generates a plan which includes the reser- 
vation schedule, beam niovement,s, required configura- 
tion, policies, priority schedules. and so on, that will 
be required to  carry out the authorized calls while 
rnaxin~izing dynamic potent,ial. The schedule produced 
from these inputs is supplied bot,h to  the users of the 
system (in order to  regulate usage by informing users 
whether their reservation has been accepted or not and 
when to  place their call) and to  the run-time execution 
system. Thus, the plan time components configure us- 
age patterns as well as system resources and priorities. 

3.2 Run-Time Execution Components 

The run-time execution coniponents monitor and ex- 
ecute the execut,ion schedule while responding to  dy- 
namic requests and environmental changes. The ma- 
jor tasks a t  run-time are (i) t o  determine whether a 
call request can and should he admit,ted to  the system, 
and (ii) to  administer those call rcquests which have 
already been admitted to  the system. 

The execution schedule is executed by the Plan Run- 
ner (4),  as follows. The primary form of configuration 
change is to  move a beam to  a new location, by send- 
ing the corresponding command tlo the Beam Manager 



F~gure  2. The RAST application architecture for a Modular High Level ATM Network Controller. This architecture 
can also l)t> urcd as a simulation based design tool by s inda t ing  the shaded components in this figure. 

(5) .  Policy arid priority changes are issued by send- 
ing the. conlnlands to the corresponding priority t,able 
nianagcr. one for thc Call Admission Cont,rol (CAC) 
Priority hlanager ( 6 ) .  and one for the Contract Man- 
agm (CM) Priority Table Manager (7). These priority 
taldrs, which are consulted dynamically a t  run time, 
cmit,rol the hc~llwvior of the major run-tinle e~ecu t~ ion  
compolients of t,lic. syst,eni, t,he Call Ad~nissiou Con- 
troll(.r (9) arid the, Contract Manager (11). The Plan 
Rlnmcr uses inforniat,ion fro111 the Load Balancer (12) 
to cletrrrninc? if the plan execut,ion is proceeding within 
the t)ou~lds of t,Iie planner. If not), it continues wit,ll the 
currmt policy while requesting a new plan. 

At r u i  t,ime, t,he Call Admission Controller (9) re- 
ceives initiation requests from distributed users, rep- 
rtwntcd here as a dyriamic Request Generator (8). 
These call init,iation requests are typically a variable 
~iiixturc of schetlnled and unscheduled requests. Each 
such request, specifies information about the call con- 
tract requestd .  which includes quality of service co~i- 
tr;tct types and parameters. When t,he system is run- 
ning as s i~~~ula t , ion ,  t,he mixture of these requests is 
designed to sirrlulate various "real world" probability 
clistril)lltio~~s. 

The CAC decides how to  handle the requests based 
on ( I )  the pol~cy specified by the CAC Priority Table 
hlanager ( G ) ,  (ii) the state of the network (i.e. cur- 
r('nt coverag?, capacity, and usage) as reported by the 

Net,worlc Monit,or (14), (iii) the availal~ility of comrnu- 
n i c a t i o ~ ~  resources as reported by the Router Expwt 
( l o ) ,  arid (iv) t,he allowable types of c o ~ ~ t r a c t s  ill the 
call request receivtd. The irlit,iat,ion rcquests call lje 
(i) serviced as request,etl, (ii) servictd but with some 
alteri~at,ivc. contract t,ype (as allocated by t,he Rout,er 
Expert (10) and accept,ed by the call requeskr), or (iii) 
denied. 

The Router Expert (10) allocatc.5 (01 denies) con- 
r~ection contracts in response to  requests form tht. Call 
Admission Controller (9) It decides whether or not to  
allocate such contracts based on several factors, includ- 
ing the state of the network reported by the Network 
Monitor (14) arid the Network Rurit~lnc (16), availabil- 
ity of point to  pomt virtual circuits, and so on. Whcr~  a 
call request is accepted, the call and its allocated con- 
tract are passed to t,he Coritract Manager (11) which 
tracks the calls thereafter. 

The other major functionality p rov idd  by the run- 
time systrln is contract ma~iagernent, embodied here 
in the Contract Mar1agc.r (11) and Load Balancer (12). 

The Cont,racf Manager is the run-time  nodule which 
keeps t,rack of all t,he contracted calls which have been 
received from the Call Admission Controller (10). The 
Contract Manager, based on the priority policy in t,he 
CM Priority Table Manager ( 7 ) ,  and t,he current state 
of t,he ~iet,work as report,ed by the Load Balancer (12), 
cont,rols all of the "in progress" call traffic. 



If at any time insufficient resources exist to  support 
the current calls with sufficient robustness, The Con- 
tract LIar~agtlr interacts with the Load Balancer (12) 
to  free up resources. The Load Balancer keeps network 
usage within capacity by migrating call among differ- 
clnt possible routes, reducing the bandwidth of calls 
wit,l~ contracts which allow t,his, shedding low prior- 
ity calls, and pot,entially repositioning beams to  opti- 
t ~ ~ i z e  ground coverage. In conjunction with the Con- 
tract Alanager, lower priority calls can be moved or 
killed to make way for higher priority calls. This abil- 
ity t,o ~nigrat,e or shed calls becomes particularly irn- 
portant when the network is operating in an unstable, 
t l y n a n ~ ~ c  environment where network capacity can fluc- 
tuate enormously. 

3.3 Network Components 

Tht. Net,work Monit,or (14) is the interface between 
the run-t,irne execution system and the net,work itself. 
Based on input from the run time Environmental Ex- 
pert (13), the Network Runtime (16), and the Network 
Predictor (15), it reports the current t,otal bandwidth 
capacity and current actual usage to  the Load Balancer 
(12), the Router Expert (10) and the Call Admission 
Controller (9) a t  run time. The run time Environ- 
mental E x p c ~ t  (13) sirnulates changes of thc environ- 
~rlrmt which ;tff'ect handwidth capacity on t,he boams 
(c3.g. u-catl~cr c.hanges, hardware prol)lerns, jamrning. 
c>tc.). 'The Net,work Predictor (15) is a traffic expt,rt 
wl~ic-11 (.a11 l)e used hy t,he plan-time and run-time En- 
1-ironnlent,al Expert,s (2, 13) for better network usage> 
predict ions. 

Finally, the Network Runtirrie (16) 'is the real (or 
s i~r~ulated)  wtwork. Primarily, it feeds the Network 
Slonitor (14) with run t,ime fluctuat,ions in network 
load, capacit,y, congestion, outages, and so on. 

3.4 Simulation-Based Design Tool 

T h t  systcrn can also he used as a simulation-based de- 
sign tool. This is accomplished by simulat,ing user and 
twviro~irr~ental factors (see the shaded cornponerits of 
Figure 2). Our modular design enables the external 
interface points to  be unaware of whether the input is 
coming from a simulator or from operational use. For 
example, rat,l~er than running of real authorization re- 
quest ,~ ,  input t,o t,he planner can be provided by a st,a- 
tist,ical Authorization Request Generator. Similarly, 
t ly lan~ic  calls can he generated in accord wit,l~ alterna- 
tive test cases for usage pat,terns. rat,her t,han coming 
from real users, and environmental conditions such as 
f;lilures. weather changes, or jamming can he sirnu- 
latetl. Together, this supportas use of the system for 
'what-if' analysis, in which we run different networks, 

policies, anti assumptions through simulated opera- 
tional contexts and collect st,at,istics such as through- 
put arid call completion rat>es. 

Clearly, t,liis architecture is divided between plan- 
time and run-tirne. The focus of the plan-time compo- 
nents is t,o smooth the fluctuat,ions in the actual run- 
time call requests as niuch as possible. The focus of 
the run-time cotnponents is to  respond t o  just such 
fluctuations. 

4 The Planning/Scheduling 
Component 

The objective of the Planner/Scheduler (PS) is to  
schedule syst,em resources and requested traffic allo- 
cations as optimally as possible. The Exec then takes 
this generated schedule and cl~anges system configu- 
ration to support the scheduled calls and to  meet the 
demands of dynamic real-time traffic to  the extent pos- 
sible. Using PS  in the loop helps to  optimizc: run time 
configuration and allocation and also permits dynamic 
call initiation by reconfiguring the network (antennas) 
to  cover critical regions. 

The PS is a tirrieline based non-linear temporal co11- 
straint. post,i~ig planner which uses chronological back- 
track search. Te~r~pora l  information in the plan is rep- 
resented within the general frarr~cwork of Sirnple Tem- 
poral Const,raint networks, as introduced by Decht,er, 
Meiri, arid Pearl (Dechter et (11. 1991) in a Tern- 
poral Database (TDB). Details of t,he HSTS p1a11- 
~~er/schedulcr and TDB can h found in (Muscettola 
1994). 

4.1 The Scheduling Process 
The PS cornponmt gene rat,^^ a schedule of calls based 
on a dornain model. The rr~otl~.l dcscrihcs the set of 
constraints that all the c d s  havo to satisfy. The schetl- 
tiles consist of several parallel t imelines, each of which 
consist of a sequence of tokens. ,4 t,imeline in this do- 
main describes the condition of t~i1~11 channel over time. 
Each call is a token on a t,irnc:lirlc~. In our dornain there 
are primarily t,hree token t,ypcs; a call request token 
which specifies all the request parameters necessary for 
scheduling, a h c a n ~  capacity t,okcn type which gives in- 
s t an ta~~eous  capacity at, any tirrw and a beam location 
t,oken t,ype which specifies to  the planner where the 
heam coverage is. Beam slewing (wllen the spacecraft's 
beam is to be transit,io~ml from one area of coverage to  
anot,her) is assumed t,o he inst,antanwus so no token is 
required. 

Beam Scheduling The PS  receives as input a traf- 
fic request allocation wh~ch  spcnfies for each call re- 
quest, the contract type, priortties, requested capac- 
tty, duration of the call and the wurcc and destination 



t,arget areas. The PS then tentatively builds a par- 
t,ial plan based on the requested start times and du- 
ration. A c-onstraint is posted on the beam timeline 
specifying a region of beam coverage which will satisfy 
t,he call constraints. Given a set of such requests, the 
planner searches through the space of possible config- 
~lrat~ions of the limited set of beams in order to op- 
timize coverage. A simple example is shown in Fig- 
ure 3. Calls (represented as tokens) assigned to some 
c~hanr~el (represented as timelines) request bandwidth 
(not shown) and beam coverage. As the partial sched- 
ule is built bot,h t,he location and the duration of the 
beam at those requested locations get refined. When 
no more beam requests are to be satisfied the PS can 
then det,erlnine slew boundaries when the spacecraft 
can move the beam from one area of coverage to  an- 
ot,her. Scheduling beam coverage as a result, is a mat- 
ter of ensuring that most (if not all) requested calls 
are covered by some beam. Those calls that are not 
covered will be rejected. 

Bandwidth Scheduling We currently use a sim- 
ple forward d~spatching strategy which is adequate to 
schedule all calls As a result calls scheduled on a spec- 
~ficd channel take up the 'real estate' on that channel 
Any ~uhsequent call also requiring capacity on that 
c-hannel and intersecting temporally with a previously 
scheduled call will currently be rejected at the schedul- 
ing plras?. Such rc>ject,ed calls however have the oppor- 
t~mit?; t,o rcqurxst 1)andwidth at run t,inle where lower 
1)riority ancl contract type calls can be shed. 111 the 
fr~turc however, tiw problem that needs to be tackled 
is conlplicat,t.d by the introduction of contract types 
and priorit,y. In t,hnt event, contract t,ypes and prior- 
it,y sche~nes will allow preemption of scheduled calls al- 
ready placed on the timelines. So for instance if a CBR 
request is post,ed t,o a temporal duration [ t l  , t 2 ]  and if 
the bandwidth capacity exists, this call could be ac- 
wrnn~odated within t,he temporal duration. If not, any 
prrviously scheduled ABR or VBR calls would need to 
I)? reschrduled to accommodate this incoming CBR 
( d l .  Correspondingly if a non-CBR request comes in 
after a CBR call capacit,y is satisfied, then depend- 
ing on the request type, its duration and requesting 
range, the new call request could be either moved or 
rejected outright,. This strategy will have to ensure 
that H CBR will always have the capacity reserved for 
it whcn scheduled, while a ABR could be shed at exe- 
cution time. Effectively this calls for a CAC (9) style 
priorit,y table rnanager, but at schedule t ime.  Policies 
for this table can then be adjusted to allow selection 
of different scheduling strategies by t,he user. 

4.2 Model Representation 

The plan model consists of definitions for all the time- 
lines, definitions for all the tokens t,hat can appear on 
those timelines, and a set of temporal constraints that 
must hold among the tokens in a valid schedule. The 
planner model is described in a domain description lan- 
guage (DDL) (Muscettola 1995), and is represented as 
part of the planner's TDB. 

Temporal constraints are specified in DDL by com- 
patibilities. A compatibility consists of a master  token 
and a boolean expression of temporal relations that 
must hold between the master token and target tokens. 
An example is shown in Figure 4. The first constraint 
specifies that a call request master t,oken can only be 
satisfied if its peak bandwidth capacity is satisfied, and 
it is wit,hin t,he confines of some beam which provides 
coverage. Additionally, another call is t,o follow (pre- 
cede) it on this channel. 

Heuristics tell the planner what decisions are most 
likely to be best at  each choice point in the plan- 
ner search algorithm, thereby reducing the search. In 
HSTS, the heuristics are closely intertwined with the 
model and can be used to specify which compatibility 
to place on the planners agenda rnechanisrn to  focus its 
search. In the cnrrent system acqniril~g good heuristics 
to make t>lw planner search co~nputationally tract,able 
is st,ill an issue. 

5 Run-'rime Execution 
5.1 Dynamic Policy Enforcement 

The rurl-time execution syst,em's 01)jective in RAST 
is to enforce a small number of conlmunicat,ion poli- 
cies in a variet,y of er~viron~nental network loading sit- 
uations in order to analyze t,heir effects on the sys- 
tem. That is, the Exec's job is (1) to enforce policy on 
priority-based bandwidth allocatior~. (2) within that 
policy, to service the scheduled allocations and config- 
uration changes generated by PS, and (3) to service 
unscheduled bandwidth all~cat~ion requests for band- 
width dynamically as (1) and (2) allow. 

In particular, this means that thc active run-time 
policy will determine the default bchavior of the Exec 
(and the behavior of the con~municat~ior~s system) when 
(1) there is no plan available (for whatever reason), (2) 
between the time whcn a plan is broken and a new plan 
is received, and (3) when there is not enough band- 
width to satisfy the current plan, etr .  

Currently, t,he communication policy of interest is 
(1) to service all dynamic communication requests, 
scheduled or not, in highest priority first order until ei- 
ther all are serviced or bandwidth capacity is reached; 
and (2) when bandwidth capacity is exceeded, shed 
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Figure 3: A partial schedule with calls requesting bandwidth and beam coverage. Height of a token indicates 
amount of bandwidth requested while shading corresponds to  a specific beam coverage location. Merging of beam 
location requests results in the PS scheduling beams as shown in t,he top of the figure. 

(Define-Compatibility ; ;  compats on Call Request 
(Call-Request ?ID ?Contract-Type ?Priority ?Cap ?Call-Source 

?Call-Dest ?Est ?Lst ?Duration ?Beam) 
: parameter-functions ( ((?-duration- <- ?Duration) ) ) 
:compatibility-spec 
(AND 

; ;  requires a specific amount of bandwidth capacity 
(AND (equal (DELTA MULTIPLE (Capacity) (+ ?Ca Used))) 

; ;  needs to request a beam location base$ on the call source 
(contained-by (MULTIPLE ((Beam Beam-1-Pointing-SV)) ((Beam-Loc (?Call-Source))))) 
(contained-by (SINGLE ((Beam Beam-1-Pojnting-SV)) ((Beam-Loc (?Call-Source))))) ) 
; ;  is followed either by another call immediately or a NOOP 

(OR (met-by (SINGLE ( (Call-UL CALL-1-SV) ) (Call-Request) ) ) 
(met-by (SINGLE ((Call-UL CALL-1-SV)) (No-Call-Activity))) ) 
;; is preceeded either by another call immediately or a NOOP 

(OR (meets (SINGLE ((Call-UL CALL-1-SV)) (Call-Request))) 
(meets (SINGLE ((Call-UL CALL-1-SV)) (No-Call-Activity))) ) 
; ;  and allocates an equivalent bandwidth for the downlink phase 

(equal (SINGLE ((Call-DL CALL-1-SV)) ((Call-DL-Request (?Id ?Contract-Type ?Priority 
?Cap ?Call-Source ?Call-Dest 
?Est ?Lst ?Duration ?Beam))) ) ) )  ) 

(Define-Compatibility ; ;  compats on beam pointing/location 
(SINGLE. ((Beam Beam-1-Pointing-SV) ) ( (Beam-Loc (?Call-Source) ) ) ) 
:compatibility-spec 
(AND 

; ;  preceeds and succeeds another beam pointing token 
(met-by (SINGLE ((Beam Beam-1-Pointing-SV)) (Beam-Loc))) 
(meets (SINGLE ((Beam Beam-1-Pointing-SV) ) (Beam-Loc) ) ) ) ) 

(Define-Compatibility ; ;  compats on no activity fillers 
(SINGLE ( (Call-DL CALL-1-SV) ) (No-Call- Activity) ) 
:compatibility-spec 
(AND 
(meets (SINGLE ( (Call-DL CALL-1-SV) ) (Call-DL-Request) ) ) 
(met-by (SINGLE ((Call-DL CALL-1-SV)) (Call-DL-Request)))) ) 

Figure 4: An example of a compatibility constraint in the RAST Planner niodel. 



c.ornniunicat,ion allocations in lowest first priority or- 
t lu  unt,il it is 110 longer exceeded. 

At run time, whenever a conflict arises over band- 
width allocat,ion in either the Call Admission Con- 
troller or the Cont,ract Manager, they consult a dy- 
~ ~ a n ~ i c  tahlr of priorities t,o determine which call(s) are 
xcept,ed, migrated, denied, or shed. An example of 
si~.11 ;t t,ablr: is shown in Table 1. 

Two such tables are maintained for use by the CAC 
and CM, which ronsult them in order to increase or 
decrease bandwidth usage. These tables each have a 
"~nanagcr" which the Plan Runner commands in order 
to set and resct these tables. 

Givtm a clear policy on such priorities, the run-time 
system will work even in the absence of a plan. Fur- 
ther, there can be multiple policies which the Exec car1 
mforce, perhaps depending on various environmental 
or experimental circ~mst~ances. 

5.2 Run-Time Execution 
At run-t,irnt~, t.11~ Exec  accept,^ a stream of call requests, 
so111e scheduled in advance, others not. Requests are 
eit,her to st,art or release a connection. Start  request,^ 
cont,ain data about the call's requested contract, as- 
signed priority, origin, destination, and so on. 

When t l ~ c  CAC receives a call, with the help of the 
Router Expert and t,hc Network Monitor, either a route 
and ;L contract arc granted or denied. If the ront,ract 
is granted. thr call is cor~nect,ed via t,he route (uplink 
IKWII. dowrilirlk beam, etc.) assigned at the granted 
Imldwidt,h and QoS contract,, and the call and contract 
arc passed on t,o t,he Cont,rart, Manager. In the case of 
;I rekase request,. t,he rc.lcvant. parts of the syst,em are 
not,ificd. and the call (and it,s associated resources) are 
srleased. 

Tho Contract Manager adniinisters all of the "in 
progress" traffic in the system. In order to keep band- 
widt,li usage within capacity, it has the ability to mi- 
grate calls anlorig beams, reduce (or "squeeze") the 
t~;tndwidt,h usage of calls with cert,ain contracts, or to 
terminate cxlls. For example, if bandwidth becomes 
~~nc~xpectedly rest,ricted, t,he CM can migrate, squeeze, 
itnd shed citlls in reverse priority order to  preserve as 
marly virtual circuits as possible within the bandwidth 
available (Figure 5) or reduce ABR rates to keep us- 
age wit,llin network load capacity. Conversely, when 
usage falls I~elow capacity, ABR rates can be increased 
( .~nsqucezed")  to use the extra bandwidth. 

6 Related Work 
This p a p r  is among the first work concerned with the 
prohlrm of integrating planning and execution to sup- 
port l)oth advanced reservations and dynamic requests 

for quality-of-service (QoS) style rcsource-allocation 
problems. QoS requirements have emerged mainly 
in the telecommunications donlain and have come to 
the forefront in t,he context of Asynrhronous Transfer 
Mode (ATM) communication networks. Major areas 
of research on intelligent agents in telecommunication 
applications (Albayrak 1998) include network configu- 
ration, call admission control, and routing. 

Hayzelden (Hayzelden & Bighan~ 1998) describes a 
heterogeneous multi-agent architecture for ATM net- 
works. The architecture is similar to R A S T  in that 
it integrates a deliberative planning layer with a re- 
active execution layer. The problern focus is some- 
what different, however, as they address the prob- 
lem of net,work configuration (dynamically adjusting 
t,he network topology), while R A S T  addresses call 
admission control and load balancing (accepting and 
shedding calls). Also, their approach does not deal 
with advanced scheduling based on call reservations; 
rather, their planning agents watch over the network 
and plan modifications to it based on observed usage 
patterns. Similar comments pertain t,o the ARCHON 
multi-agent system (Jennings et al. 1996), which was 
also applied to network monitoring itrid configuration. 

One aspect of network cor~figuratior~ that does fall 
within the present scope of R A S T  is beam manage- 
ment. Unlike the context of terrest,rial ATM networks, 
where every source and destination have automatic 
coverage, the satellite context especially requires ad- 
vanced reservations as supported by R A S T ,  as the 
beams must, be pointed to  cover an area to enable call 
init,iat,ion from that area. Optimizing beam position- 
ing in both planriirig and scheduliug present interest,- 
ing problems in ~omput~atior~al geometry that also dif- 
fer from network configuration protAems addressed in 
standard ATM networks. Nielsen (Niclscn et al. 1997) 
addresses the problem of obtaining maximally efficient 
coverage given a set of antennas and regionally varying 
load requirements. This could enhance our approach 
t,o beam planning and beam nligrat,ion in RAST. 

Brown and Tong (Brown & Tong 1998; Tong & 
Brown 1998) address the probleni of call admission 
control and QoS guarantees t ~ y  means of reinforcement 
learning. Verma (S. Verma & Garcia 1998) approaches 
t,lie problem by means of distribution and mathemati- 
cal optimization. Both these approaches could be used 
to enhance the priority and policy t,able update mech- 
anisms i ~ i  R A S T ,  although the advanced call schedul- 
ing of R A S T  is still necessary for a full solution to our 
problern. 

Much research on load rrlar~age~ncnt addresses the 
problem of packet and call routing in tlelecommunica- 
tions applications. Approaches include reinforcement, 



Rank I 1 2 3 4 5 6 7 8 9 10 
Contract I CBR 1 CBR 2 VBR 1 CBR 1 C B R 2  CBR 1 ABR 1 A B R 2  ABR 1 A B R 2  

1 Priority 1 high high high medium medium medium high high medium medium I 
Tahlc 1. An example of the first several entries in a priority table. Priority rank is determined as a function of 
;tssigncd priority and the QoS contract. That  is, the number one ranked calls are high prioritv CBR 1, the second 
rank are high priority CBR 2 calls, and so on. 

[Setting Beam Capacity for BEAM-2 to 151 
Handling network event at 5050.00 for <BEAM-2 18/15 in use (120.0%), 5 calls> 
Migrating <CALL 6 :LOW-PRIORITY (13) :VBR-1 (4 s/s) :AREA-C to :AREA-D (BEAM-2)> to BEAM-1 at 5050.01 

<BEAM-1 26/100 in use (26.0%), 9 calls> 
Done handling network event at 5050.02 for <BEAM-2 14/15 in use (93.3%), 4 calls> 
[several transactions elided] 
Looking for 2 s/s on BEAM-1 for <CALL 26 :HIGH-PRIORITY (1) :CBR-1 (2  s/s) :AREA-A to :AREA-B (BEAM-I)> 
Looking for 3 s/s on BEAM-2 for <CALL 12 :MED-PRIORITY (6) :VBR-1 (4 s/s) :AREA-C to :AREA-D (BEAM-1)> 
Can't find 3 s/s on BEAM-2 to reclaim. 
Shedding <CALL 12 :MED-PRIORITY (6) :VBR-1 (4 s/s) :AREA-C to :AREA-D (BEAM-1)) at 5077.96 

<BEAM-1 26/30 in use (86.7%), 10 calls> 
Accepted <CALL 26 :HIGH-PRIORITY (1) :CBR-1 (2 s/s) :AREA-A to :AREA-B (BEAM-I)> at 5077.97 

<BEAM-1 28/30 in use (93.3%), 11 calls> 

Figur11 5: A trace of the run-time execution system which demonstrates call migration and shedding. CALL 16 is 
rnovctl when network capacity changes, and CALL 26 is accepted after CALL 12 is shed 

learning (Boyan & Littman 1993; Tong & Brown 1998), 
market-based routing (Gibney &: Sennings 1998), and 
an,-colony optimization (Bonabeau et al. 1998). Sincc. 
oltr current work operat,es a t  a higher level of abstrac- 
tion (call admission and modification, not packets and 
r o ~ ~ t i n g ) ,  this work could bc plugged into our archi- 
t w t u r t  in a modular fashion. It would be interest- 
ing to s w  whet,her the advanced reservations managed 
I)? R A S T  could he exploited by these routing meclla- 
nis~ns for performance iniprovements. 

Much of the emphasis of QoS resource allocation in- 
volves reasoning about real-time cpu, bandwidt,h, la- 
tency. and jit)t,er requirements, often in the presence 
of  geometric constraints. Boddy (Boddy & Goldman 
1994) addressed many of these issues in generating a 
schcciult~ t,o produce real-time schedules for the BOE- 
ING 777 aircraft. The CIRCA system (Musliner et al. 
1993) also generates plans with real-time execution 
gliarant,ees. Boddy and Musliner (Boddy 1996) de- 
scribe a constraint-based distributed scheduling pro- 
( Y W  for air traffic control. Each designat,etl region of 
airspace is managed by a separate resource manager 
t b t  allocates spatio-temporal windows to  pilots re- 
quest,ing the resource. They applied similar ideas to 
t,ask dist rihution and data volume management for dis- 
tril)uted processing (Musliner & Boddy 1997). 

Finally, several A1 systems have been developed to 
support closetl-loop plan execution. In contrast wit,h 
R A S T ' s  current plan execut,ion component, the ap- 

proach taken in 3T  (Bonasso et al. 1997) has the plan- 
ner watch over each step of execution. Hence the plan- 
ner itself serves as an integral p;trt,icipant in the plan 
execution capability. Bresina (Bwsina et al. 1996) de- 
scribes APA, which has separat,t. components for gen- 
eration and execution of ten~poral plans, in which the 
executive is cornpet,ent t,o carry out activit,y in the 
absence of plans, similar to  the approach in R A S T .  
Reece antl Tate (Reece & Tate 1994) d~:veloped an ex- 
ecutiori agent for the 0-Plan (Currir & Tate 1991) 
planning system. The cornbirit~d system supports a 
plan repair mechanism (Drabl~lc et ul. 1996) that is 
more sophisticated than that supported by R A S T  a t  
present., as it, allows the planner to edit any unexe- 
cuted port,iori of the currently executing plan. Our re- 
designed plan execution component (Pell et al. 1998b) 
will support a similar editing capability, based on the 
work in 0-Plan antl also in Cypress (Wilkins et al. 
1995). Finally, Lockheed's Tactical Planning and Ex- 
ecution System (TPES) (Mitchell 1997) is an interest- 
ing relat,ed system that supports many execution and 
replanning capabilities with a high level of human in- 
teraction. 

7 Open Issues and Future Work 
7.1 Open Issues 
Thert. are a min~ber of open issws this domain has 
brought out. While we have addressed how to  recon- 
cile advanced reservations and dynanlic requests within 



an unpredictable environment, we have as yet to  de- 
termine how our design scales up to a constellation 
of spacecraft. Traffic patterns and routing efficiencies 
arc bound to affect the performance of the system. 
One interesting issue to  explore would be to  perform 
Machine Learning for load prediction and apply it to 
the Network Predicting (15) component. Determining 
schedule quality and ensuring that the PS generates a 
dispatchatde schedule for the Exec (Muscettola et al. 
199th) arc two other interesting tasks. 

7.2 Future Work 
What we have described in this paper is, in part, work 
in progress. We have developed the PS models and 
t,he Exec interfaces to most of the run time monitoring 
and execution software, and are running the Exec in a 
st,andalonc mode with no planner input. 

We are currently only demonstrating a modest sce- 
r~ario with 2 beams and 20 channels per beam, though 
we subsequently plan to  increase the number of beams 
and h e ~ m  the number of call requests this system can 
handle. In the near term we will be injecting various 
failure scenarios into both the plan-time and run-time 
tnviron~ncnt (e.g restricting the bandwidth because 
of jamn~ing or atmospheric phenomena) and model- 
ing the uplink and dowr~link segments ~eparat~ely. The 
latter would allow us to analyze throughput rates for 
each spacecraft which is acting as an AThl swit,ch by 
changing tihe on board buffering capacit,y t , l~at each 
spacecraft provides. 

8 Conclusion 
We have reported here on a part,ially ircplemenled ar- 
chit,ecture for managing sat.ellit,e tele-communications 
network resources. We have used an approach which 
supports advance reservations and dynamic requests, 
negotiation and fulfillment of prioritized quality of ser- 
vice (QoS) contracts, graceful degradation in the pres- 
ence of dynanlic tasks and environmental changes, and 
optimization of geometrically constrained resources. 
Our integration of planning and execution addresses 
rrlultiple types of quality-of-service contracts, with re- 
source sharing (statistical multiplexing), preemption, 
and even reconfiguration (in the case of bean1 migra- 
tion and repositioning). 

U't. have explored an interesting integration of plan- 
ning and exccutio~i, which combines several techniques, 
i~icluding plans as advice, coordination routines and 
task net,works. Finally, our system can be used in rou- 
t i ~ w  operations or as a simulation-based design tool. 
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